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Abstract—In this paper, we employ a bi-level control system to
react to disturbances and balance power mismatch by coordinating
distributed energy resources (DERs) under packetized energy man-
agement. Packetized energy management (PEM) is a novel bottom-up
asynchronous and randomizing coordination paradigm for DERs that
guarantees quality of service, autonomy, and privacy to the end-user.
A hardware-in-the-loop (HIL) simulation of a cyber-physical system
consisting of PEM enabled DERs, flexible virtual power plants (VPPs)
and transmission grid is developed in this work. A predictive, energy-
constrained dispatch of aggregated PEM-enabled DERs is formulated,
implemented, and validated on the HIL cyber-physical platform. The
energy state of VPPs, composed of a fleet of diverse DERs distributed
in the grid, depend upon the distinct real-time usage of these de-
vices. The experimental results demonstrate that the existing control
schemes, such as AGC, dispatch VPPs without regard to their energy
state, which leads to unexpected capacity saturation. By accounting
for the energy states of VPPs, model-predictive control (MPC) can
optimally dispatch conventional generators and VPPs to overcome
disturbances while avoiding undesired capacity saturation. The results
show the improvement in dynamics by using MPC over conventional
AGC and droop for a system with energy-constrained resources.

Index Terms—Packetized energy management, hardware-in-the-
loop, cyber-physical system, model predictive control, virtual power
plant

I. INTRODUCTION

The drive to reduce greenhouse gas emissions and declining
capital costs are precipitating rapid increases in wind and solar
generation capacity. Despite their low emissions profile, wind and
solar power supplies vary rapidly in time, motivating the need for
additional balancing resources [1].

Since some peaking power plants may take more than an hour
to bring online, during times of extensive peak usage, direct load
control (i.e., load shedding) has been employed to ensure the security
of the power system [2]. However, the internet-connected distributed
energy resources (DERs) are flexible in power demand and can be
coordinated to provide ancillary services to the grid [3]. Although
the main idea underlying modern demand coordination has existed
for decades [4], the infrastructure required for load coordination is
still in early stages, but developing rapidly [3], [5], [6]. Packetized
energy managment (PEM) introduced previously by the authors [5],
[7], is one such load coordination scheme. PEM leverages protocols
used to manage data packets in communication networks to regulate
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the aggregate power consumption of DERs. More specifically, as in
digital communication systems that break data into packets before
transmission, PEM enables load control devices to consume energy
in the form of “energy packets” which devices request periodically
using a carefully designed randomized control policy. In PEM,
the load coordinator only needs to know the aggregate power
consumption and aggregate requests from the packetized-load to
provide ancillary services to the grid. The energy-packet mechanism
of PEM, therefore, provides a significant advantage in terms of
communication overhead, over state-estimation based approaches,
that require an entire histogram of states, which is addressed through
observer design. Furthermore, controller complexity decreases in
PEM, since the load coordinator only responds to individual requests
depending upon the available flexibility as compared to more com-
plex controllers. By leveraging protocols that are similar to TCP/IP,
PEM inherits certain properties with regard to providing statistically
uniform access to the grid. PEM guarantees the quality of service
(QoS) for individual DERs in the entire population through its
unique opt-out mechanism. The mean-field approaches, on the
other hand, ensure QoS in the mean sense of the population where
individual DERs might violate the QoS [3]. This work describes
how aggregated PEM resources can be coordinated in real-time
and demonstrates the applicability of the method to practical power
systems applications and the role of cyber-physical systems (CPS).

Historically, balancing authorities maintain real-time
supply/demand balance through automatic generation control
(AGC) and load-frequency control (LFC) by implementing PI
controllers in steam turbine generator systems to ensure power
system operation at nominal frequency [8]. As the amount and
distribution of controllable resources increases, determining an
appropriate response to unscheduled events (e.g. power imbalances
due to prediction error) is more challenging for the grid operators
who need new tools for decision making.

An increasing number of researchers [9], [10] and industry
groups [11] are employing virtual power plants (VPPs) to aggregate
groups of DERs and then dispatch those resources into energy
markets, such as frequency regulation/AGC. VPPs are formed
from aggregation of flexible resources which are limited in power
and energy. Since PI-control-based AGC does not take energy
state estimation of VPPs into account, it may overuse the offered
flexibility in short period of time (greedy) which leads to the
sudden saturation of VPPs (i.e. cannot provide any more flexibility).
To overcome this phenomenon, model-predictive control (MPC)

1



can be employed. MPC is a multi-input, multi-output (MIMO),
optimization-based, predictive control technique that considers sys-
tem constraints explicitly [12]. MPC strategies have previously been
applied in power systems for optimal coordination of controllable
loads, load shedding, capacity switching, tap-changer operation, etc.
The main purpose of those strategies is contingency management,
voltage stability, thermal control of transmission lines, and energy
management [13]–[15]. In this work, an MPC scheme is employed
to track a secure, economically-optimal reference trajectory of
generators and VPPs while responding to power imbalances and
satisfying physical constraints of the power system. For frequency
regulation in the power system under high penetration of renewables,
MPC has several advantages over PI controllers including robustness
of the system against disturbance and uncertainty [16].

This paper demonstrates the benefit that MPC has on dispatching
resources with limited energy supply. An HIL platform is developed
that consists of a transmission grid, MPC corrective dispatch
scheme and PEM-enabled DERs emulated on a high-performance
PC that requests packets of energy from the aggregator. The VPPs
are physically realized in a micro-controller that connects the DERs
to the grid via analog signals. The experimental results demonstrate
the effectiveness of the MPC in a real-time CPS, thereby validating
the ability of a VPP to track challenging signals under such control.

The remainder of the paper is organized as follows. Section II
details Packetized Energy Management of DERs. In Section III, we
demonstrate our cyber-physical validation platform. Section IV gives
an overview of the system operation and control. Implementation
results are provided in Section V and Section VI concludes the paper.

II. PACKETIZED ENERGY MANAGEMENT OF DERS

Packetized energy management is a bottom-up DER coordination
scheme in which the DERs submit randomized requests of energy
packets. The VPP accepts or rejects these requests based on the
available flexibility. The DERs considered in this work are thermo-
statically controlled loads (TCLs) and energy storage systems (ESS).

The PEM-enabled DERs are designed to operate in one of the
four following logical states: (i) charge (ii) discharge (iii) off (iv)
opt-out. The first three states (charge, discharge, off) are associated
with the normal PEM operation whereas the fourth OPT-OUT state
ensures quality of service (QoS). A DER in OFF stochastically
requests a charge packet or a discharge packet. If a charge packet
is accepted, the DER changes state from OFF to CHARGE and
consumes power for a specific time interval δc. If a discharge packet
is requested and consequently accepted, the DER transitions from
OFF to DISCHARGE state and discharges power into the system
for a fixed time δd. After completing a charge or discharge packet,
the device automatically transitions to OFF mode and this process
of stochastically requesting charge/discharge packets repeats. PEM
aims to maintain the DER’s state within minimum and maximum
operating bounds. PEM provides QoS guarantees by enabling the
devices to opt out of the packetizing behavior when the energy state
goes outside of allowable upper and lower limits.

III. CYBER-PHYSICAL LAYOUT

The smart grid paradigm [17] is largely about the transformation
of power systems into full cyber-physical systems that enable
bidirectional flows of energy and communications. CPS are of vital

importance to the grid, especially when increasing the presence of
renewable generation and smart devices, improving control [18],
and adding resiliency to the system [19]. The validation of CPS
require accurate models of both cyber and physical sub-systems
(e.g. HIL systems communicating with one another over realistic
communication protocols). In order to validate the proposed demand-
side CPS scheme, a real-time HIL platform is developed consisting
of a transmission system and packetized load. The OP5600
real-time digital simulator from OPAL-RT is used to simulate the
HIL cyber-physical system. The OP5600 has a multi-core processor
along with digital and analog I/O with the capability of interfacing
to a network of PCs in order to simulate large models in real-time1.
The RT-Lab software allows the communication between a host
PC and the target (OP5600) simulator such that a real-time physical
model can run on the simulator while the controller would run on
the PC where an operator could make adjustments when necessary.

“ePHASORSIM” is a tool developed by OPAL-RT to offer
dynamic simulation of power systems in order to conduct power
system studies and test control schemes. A grid is modeled with a
standard positive-sequence equivalent single-phase constant-power
AC model in ePHASORSIM, based on the Vermont Electric Power
Company (VELCO) transmission system to be run in real time
on the OP5600. RT-LAB and ePHASORSIM can be interfaced
extremely easily with MathWorks’ Simulink, which is used to
develop the controls for the power system. The OPAL-RT blockset
for Simulink allows a section of the Simulink block diagram to
be run in real time on the OP5600 and the controls can be run
asynchronously on the PC with the ability to accept user inputs
when necessary. ESP8266 microchips were used to emulate VPP
interconnections to the grid in real time. ESP8266 communicate
with the cloud server over WIFI, while the server is being hosted on
a Linux machine. Fig. 1 shows an overview of the cyber-physical
platform used in this study.

IV. ENERGY AWARE DISPATCH OF DIVERSE ENERGY
RESOURCES

Security constrained optimal power flow (SCOPF) enables
grid operators to implement economic schedules for generators,
flexible loads and importing power into the area for a number of
hours. However, the volatility and intermittent characteristic of
net-loads (i.e., demand minus renewables) results in forecast error
and power imbalances. Since grid operators may pay high penalties
for rescheduling generators or importing power through tie lines
to balance supply and demand [20], power mismatches can be
balanced by controlling flexible resources. This suggests a bi-level
control strategy where the first level is in charge of economic
scheduling and its outputs are used as a reference input to the
second level which is in charge of dispatching generators and VPPs
to balance the system against any disturbance. An overview of the
proposed control system is provided in Fig. 2.

A. AGC

In the power system, safety of the electrical equipment and quality
of delivered power is dependant on nominal system frequency.

1Herein, real-time refers to timescales on the order of tens of milliseconds.
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Fig. 1: Cyber-physical platform overview: The transmission grid is simulated on
the OP5600 and MPC-corrective dispatch is realized on a host PC and generates
balancing signals. ESP8266 devices are connected to a python-based server via
WiFi and transmit the VPPs’ states through the analog interface. The packetized
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Fig. 2: Overview of control scheme showing controller including OPF and MPC
part and how each part is related to the power grid.

Therefore, the frequency should be controlled and monitored reg-
ularly and any mismatches in generation and consumption shall be
corrected through load frequency control (LFC) [21]. Traditionally,
the primary frequency regulation (speed-droop) on each generator
stabilizes the power system with a steady-state frequency deviation
from the desired system frequency depending on the droop character-
istic and frequency sensitivity. A linear combination of frequency er-
rors and change in imported power through tie lines from their sched-
uled contract basis is used as an error signal called area control error
(ACE). AGC acts as a secondary control using an integral controller
that sends out control signals to generators and VPPs to reduce ACE
to zero in steady state. For the purposes of this work, only two areas
are used for simplicity, while being effective enough to demonstrate
the flow of power between different areas. The first area represents
a small balancing authority (control area), and the second represents
the aggregate dynamics of the external system. One machine exists
in the external area and has a large inertia and capacity to emulate
the properties of the rest of the interconnected power system.

Fig. 3 shows the control diagram for the system modeled in this
paper, which is an adapted version of the diagram from [8]. The
interaction between the internal and external areas involved are
shown. The external machine, one of the internal machines, and

Fig. 3: Diagram showing a control schematic for the test system including all of
the generation in the internal and external areas.

the VPPs assist in AGC/ACE, while all of these generation sources
are equipped for primary frequency regulation.

B. Model predictive control for power system

Unlike conventional generators, VPPs (synthetic reserves) are
energy-constrained and should be utilized considering their available
flexibility. Aforementioned primary and secondary frequency
controllers do not take energy states of the VPPs into account.
Therefore, VPPs may reach their energy capacity limits (saturate)
unexpectedly and cannot provide balancing power anymore. As
a result, conventional generators must be rescheduled to provide
the required balancing services, which can be expensive, or even
infeasible leading to a reliability risk.

As an advanced control technique, MPC forms an alternative to
the PI controllers in frequency regulation which uses a mathematical
model of the power system based on the current and future
information and constraints to find the optimal control actions
with respect to the defined objective. Unlike a PI controller, MPC
dispatches resources (generators and VPPs) at each time step
considering current states and forecasted conditions while handling
the energy constraints of the flexible resources. The results of this
work show that the MPC is more suitable for frequency regulation
and dispatching energy-constrained resources compared to the PI
controllers [22]. The MPC scheme can be summarized as follows:

1) Controller uses measured/estimated initial states to solve an
open-loop optimal control problem for M steps, which is
known as prediction horizon, taking into account current and
future constraints. This gives a sequence of optimal open loop
control actions and predict output.

2) Apply receding horizon control so that only the first instance
of the control sequence is given as the input to the plant.

3) Measure the actual system state after applying the first control
action.

4) Go to step 1.
We consider a transmission system model comprising of

Nb buses, Nl lines, NG generators, NL loads and NB VPPs.
Parameters ΩN

i and ΩG
i refer to a set of all buses connected to bus

i and set of all generators at bus i respectively. Since MPC relies
on a linear model of the actual system, the dynamic model of the
system is discretized by forward Euler method with sample time
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Ts. The MPC optimization is defined to minimize the cost of the
deviation of generator outputs from the scheduled set-points P r

G,i

considering deviation cost cG,i

J∗= min
PG,Pch,Pdis

k+M∑

l=k

∑

∀i∈Ng

cG,i(PG,i[l]−P r
G,i[l])

2 (1a)

s.t.

Pch,i[l]−Pdis,i[l]+P
f
L,i[l]+

∑

j∈ΩN
i

fij[l]=
∑

z∈ΩG
i

PG,z[l], (1b)

fij[l]=bij(θi[l]−θj[l]), (1c)

−fij≤fij[l]≤fij, (1d)

PG,i≤PG,i[l]≤PG,i, (1e)

−TsRG,i≤PG,i[l+1]−PG,i[l]≤TsRG,i, (1f)

0≤Pch,i[l]≤Pch,i, (1g)

0≤Pdis,i[l]≤Pdis,i, (1h)
−TsRch,i≤Pch,i[l+1]−Pch,i[l]≤TsRch,i, (1i)
−TsRdis,i≤Pdis,i[l+1]−Pdis,i[l]≤TsRdis,i, (1j)

Si[l+1]=Si[l]+Ts

(
ηch,iPch,i[l]−η−1

dis,iPdis,i[l]

)
, (1k)

Si≤Si[l]≤Si (1l)

where (1b) imposes Kirchhoff’s laws, implying that the net flow
into a bus must equal the net flow out of that bus. Power flows on
the line connecting bus i and j that are determined by (1c) must
be within the power carrying capacity of the transmission line fij
as shown in (1d). Generators may inject power, PG and loads may
consume power PL at each node i. Each conventional generator is
described by its production state, which must be within generator
upper and lower limits, PG and PG, as shown in (1e). Furthermore,
due to the thermal nature of the generators, their ramp rates are
limited to up and down limits,RG, as shown in (1f). The responsive
VPPs overcome limitations of generator ramping rates. Non-negative
scalar Pch and Pdis represent charging and discharging power of a
VPP. The charging and discharging efficiencies are denoted by ηch
and ηdis. Charging and discharging power and SOC of the VPPs
are subject to constraints (1g), (1h) and (1l) where Pch, Pdis, S,
and S represent maximum charging and discharging power and
the maximum and minimum energy capacity of VPP, respectively.
In general, coordination schemes do not offer instant control over
all DERs in a fleet, but are subject to separate internal control,
actuation, and communication loops [23]. These cyber-physical
control considerations manifest themselves as ramp-rate limits on
the charging (Rch) and discharging (Rdis) of VPPs as shown in (1i)
and (1j). The dynamic of the VPP’s SOC is shown in (1k).

V. RESULTS

This section experimentally demonstrates that energy-aware dis-
patch of flexible VPPs enhances the AGC performance. The details
of the test-setup are as follows. The transmission system consisting
of 161 buses, 223 transmission lines and three generating units, is set
up in ePHASORSIM and supplies a total load of 609 MW consisting
of approximately 50% renewable generation and remaining load is
supplied from one external and two internal machines and generators.
The flexibility is provided by two VPPs consisting of one bulk
battery and one HIL VPP. The HIL VPP consists of real packetized-

enabled DERs emulated on a high-performance PC, that requests the
VPP (server) for packets of energy through web-sockets. The VPP
obtains balancing signals from the grid operator and accepts/rejects
the packets based on the available flexibility. ESP8266 is the physical
realization of VPP that obtains the VPP’s state from the server and
sends it to the grid through an analog interface.

A. Capacity saturation of VPP

The HIL VPP and grid scale battery providing grid services are
energy-limited and ignoring their energy capacity results in inferior
AGC performance. The effect of their capacity on the ancillary
services provided to the grid is demonstrated in Fig. 4. The capacity
of the battery is 45 MWh. Fig. 4 shows that the load reduces by
50 MW resulting in excess generation and both battery and VPP
take up 45 MW and 5 MW respectively, of this excess generation.
The battery is initially 50% charged, as shown in Fig. 4 (b). After
t≈36 mins, in Fig. 4 (b), the battery saturates and can no longer
provide ancillary services to the grid. The power output of Gen. 2 is
therefore reduced to account for the loss of 45 MW and the system
deviates from its scheduled generation (Fig. 4 (c)) in order to keep
the system stable (Fig. 4 (d)).

deviation of generator outputs from the scheduled set-points P r
G,i
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where (1b) imposes Kirchhoff’s laws, implying that the net flow
into a bus must equal the net flow out of that bus. Power flows on
the line connecting bus i and j that are determined by (1c) must
be within the power carrying capacity of the transmission line fij

as shown in (1d). Generators may inject power, PG and loads may
consume power PL at each node i. Each conventional generator is
described by its production state, which must be within generator
upper and lower limits, PG and PG, as shown in (1e). Furthermore,
due to the thermal nature of the generators, their ramp rates are
limited to up and down limits, RG, as shown in (1f). The responsive
VPPs overcome limitations of generator ramping rates. Non-negative
scalar Pch and Pdis represent charging and discharging power of a
VPP. The charging and discharging efficiencies are denoted by ⌘ch
and ⌘dis. Charging and discharging power and SOC of the VPPs
are subject to constraints (1g), (1h) and (1l) where Pch, Pdis, S,
and S represent maximum charging and discharging power and
the maximum and minimum energy capacity of VPP, respectively.
In general, coordination schemes do not offer instant control over
all DERs in a fleet, but are subject to separate internal control,
actuation, and communication loops [23]. These cyber-physical
control considerations manifest themselves as ramp-rate limits on
the charging (Rch) and discharging (Rdis) of VPPs as shown in (1i)
and (1j). The dynamic of the VPP’s SOC is shown in (1k).

V. RESULTS

The section experimentally demonstrates that energy-aware dis-
patch of flexible VPPs enhances the AGC performance. The details
of the test-setup are as follows. The transmission system consisting
of 161 buses, 223 transmission lines and three generating units, is set
up in ePHASORSIM and supplies a total load of 609 MW consisting
of approximately 50% renewable generation and remaining load is
supplied from one external and two internal machines and generators.
The flexibility is provided by two VPPs consisting of one bulk
battery and one HIL VPP. The HIL VPP consists of real packetized-
enabled DERs emulated on a high-performance PC, that requests the

VPP (server) for packets of energy through web-sockets. The VPP
obtains balancing signals from the grid operator and accepts/rejects
the packets based on the available flexibility. ESP8266 is the physical
realization of VPP that obtains the VPP’s state from the server and
sends it to the grid through an analog interface.

A. Capacity saturation of VPP

The HIL VPP and grid scale battery providing grid services are
energy-limited and ignoring their energy capacity results in inferior
AGC performance. The effect of their capacity on the ancillary
services provided to the grid is demonstrated in Fig. 4. The capacity
of the battery is 45 MWh. Fig. 4 shows that the load reduces by
50 MW resulting in excess generation and both battery and VPP
take up 45 MW and 5 MW respectively, of this excess generation.
The battery is initially 50% charged, as shown in Fig. 4 (b). After
t⇡36 mins, in Fig. 4 (b), the battery saturates and can no longer
provide ancillary services to the grid. The power output of Gen. 2 is
therefore reduced to account for the loss of 45 MW and the system
deviates from its scheduled generation (Fig. 4 (c)) in order to keep
the system stable (Fig. 4 (d)).

B. MPC with capacity saturation

The proposed energy aware scheme improves the performance
by explicitly accounting for the energy limits of the flexible
resources. Fig. 5 shows a load change �PL=50 MW that results
in the HIL VPP and the battery providing the remaining slack. MPC
keeps track of the current state of charge of the HIL VPP and the
battery (Fig. 5 (a) and (b)) and after t⇡13 mins, gradually reduces
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Fig. 4: (a) The HIL VPP’s actual and reference power (MW) (b) Grid scale battery’s
actual power (MW), reference power (MW) and state of charge (SOC %) during
charge/discharge events (c) Generators’ power output (MW) (d) Generators’ mean
frequency (Hz). The saturation of the VPP to a step decrease in load is shown in this
figure. For the change in load, the HIL VPP and the battery charges at a continuous
rate. The battery saturates at about t = 36 mins, after which their output goes to zero
and cannot support the requested flexibility.
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B. MPC with capacity saturation

The proposed energy aware scheme improves the performance
by explicitly accounting for the energy limits of the flexible
resources. Fig. 5 shows a load change ∆PL=50 MW that results
in the HIL VPP and the battery providing the remaining slack. MPC
keeps track of the current state of charge of the HIL VPP and the
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battery (Fig. 5 (a) and (b)) and after t≈13 mins, gradually reduces
the set-points of the battery to avoid saturation as shown in Fig. 5
(b). The HIL VPP and the battery can therefore supply ancillary
services to the grid for over 60 mins.
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Fig. 5: (a) The HIL VPP’s actual power (MW) and reference power (MW) (b)
Grid scale battery’s actual power (MW), reference power (MW) and state of charge
(SOC %) during charge/discharge events (c) Generators’ power output (MW)
(d) Generators’ mean frequency (Hz). MPC with capacity saturation takes into
consideration the current state of charge of the VPP and initially ramps up to the
requested 50 MW. However, at t = 13 mins, MPC lowers the setpoint in steps to
avoid VPP saturation and provide support to the system for a longer time.

the set-points of the battery to avoid saturation as shown, in Fig. 5
(b). The HIL VPP and the battery can therefore supply ancillary
services to the grid for over 60 mins.

VI. DISCUSSION/CONCLUSION

This paper presents a hardware-in-the-loop implementation of
PEM-based cyber-physical platform and demonstrates that aggre-
gated PEM-enabled DERs can provide ancillary services to the grid.
The system consists of emulated DERs, an aggregator realized as
real live webserver, and a transmission system developed from the
real data provided by VELCO. The experimental studies carried
out in this work show that conventional control schemes (i.e. AGC
and droop) do not take into account the state of charge of VPPs
while providing ancillary services to the grid that leads to capacity
saturation of the VPPs. As a result, the VPP can no longer support
the requested flexibility and cause a disturbance in the grid because
the generators have to ramp-up quickly to ensure stability. Conven-
tional schemes are therefore greedy in managing flexible resources
and leads to capacity saturation and unwanted disturbances. Model
predictive control (MPC) responds to the unexpected disturbances
by dispatching resources depending upon the hourly load forecast
as well as minute-by-minute dispatch in a receding horizon. MPC
is shown to proactively vary the consumption of flexible resources
depending upon the SOC, which utilizes these resources for a longer
time than the base case with AGC. The generators therefore operate
as close as possible to their optimal limits for a much longer time.
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and leads to capacity saturation and unwanted disturbances. Model
predictive control (MPC) responds to the unexpected disturbances
by dispatching resources depending upon the hourly load forecast
as well as minute-by-minute dispatch in a receding horizon. MPC
is shown to proactively vary the consumption of flexible resources
depending upon the SOC, which utilizes these resources for a longer
time than the base case with AGC. The generators therefore operate
as close as possible to their optimal limits for a much longer time.
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