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Executive Summary

Renewable portfolio standards and the decreasing costs of renewable energy are among many
factors that are driving the proliferation of clean energy. This will lead to increasing levels
of variable solar PV in electric distribution systems, which could make reliability more chal-
lenging to maintain for distribution system operators (DSOs). To facilitate reliability under
high levels of solar PV, flexibility, enabled by coordinating responsive grid resources, such
as smart connected appliances and PV inverters, can support the DSO in actively managing
their networks. Furthermore, this flexibility also allows system operations to be optimized
with respect to economic signals from wholesale energy and ancillary service markets. To
enable flexible demand and ensure reliable and economical operation of distribution systems,
we present a novel hierarchical scheme that actively coordinates responsive behind-the-meter
grid resources, including distributed energy resources (DERs), to reliably manage each un-
balanced distribution feeder and exploits the available flexibility to economically optimize
the entire network. Each layer of the scheme employs advanced optimization methods at dif-
ferent timescales to ensure that the system operates within both grid and device limits. The
hierarchy is validated in a large-scale realistic simulation based on data from the industry.
Simulation results show that coordination of flexibility improves both system reliability and
economics, and enables greater penetration of solar PV. Discussion is also provided on the
practical viability of the required communications and controls to implement the presented
scheme within a large DSO.

In this project, we bring together state-of-the-art optimization and control tools to pro-
vide a pragmatic, yet innovative hierarchical scheme for coordinating DERs at scale. The
key contributions of this project include the following:

o The presented GML-FOL-STL-DER hierarchical scheme represents a novel, scalable, and
practically implementable approach to the Market DSO’s task of coordinating DERs while
accounting for individual device and grid constraints; thereby improving reliability.

e The scheme employs optimization-based methods within each layer to ensure that DERs
are utilized optimally and in a “grid-aware” manner, and then integrates the layers with
feedback-based control schemes to be robust against model-mismatch and forecast errors.

« Simulation-based analysis is conducted based on realistic network models from a New
York DSO which validates the coupled GML-FOL-STL operations and highlights the role
and value of the proposed scheme.

Specifically, we show that the proposed scheme significantly improves voltage regulation
(by 0.02pu) within a DSO that supplies 50% of demand (by annual energy) from local solar
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PV while still offering market-based flexible demand services that lead to additional cost
savings of 3-6%. In addition, impressive power delivery results are achieved with feeder-level
tracking errors below 100kW for 2-5MW signals.

Acronyms

AC Alternating current

AGC Automatic generation control

AMI Advanced metering infrastructure

ANSI American National Standards Institute
APE Average percent error

API Application programming interface

BTM Behind-the-meter

CAISO California independent system operator
CECONY Consolidated Edison Company of New York
CPR CleanPowerResearch

DER Distributed energy resource

DSO Distribution system operator

DSSE Distribution system state estimator/estimation
DSSE-TE DSSE-topology estimator
DSSE-VE DSSE-voltage estimator

ESS Energy storage system

EVC Electric vehicle charger

EWH Electric water heater

FERC Federal Energy Regulatory Commission
FNCS Framework for Network Co-Simulation
FOL Feeder operational layer

GLD GridLab-D

GML Grid market layer

GOOSE Generic object oriented substation event



HIL Hardware-in-the-loop

HYV High voltage

TAB Industry advisory board

IEC International electrotechnical commission

IL Inner loop (referring to FOL)

IoT Internet of things

ISO Independent system operator

JHU Johns Hopkins University

KKT Karush-Kuhn-Tucker

LP Linear program

LQR Linear quadratic regulator

LSTM Long-short term memory

LV Low voltage

MIP Mixed-integer program

MISOCP Mixed-integer second-order cone program
ML Machine learning

MMS Manufacturing message specification

MYV Medium voltage

NERC North American electric reliability corporation
NLP Non-linear Program

NYISO New York independent system operator
OL Outer loop (referring to FOL)

DSS Distribution System Simulator (referring to Open-DSS)
OPF Optimal power flow

ORU Orange and Rockland Utility

PI Proportional integral

PM Phase margin

PMU Phasor measurement unit



PNNL Pacific Northwest National Laboratory
PV Photovoltaics

RHC Receding horizon control

RMS Root-mean-square

RMSE Root-mean-square error

SCADA Supervisory control and data acquisition
SoC State-of-charge

SOCP Second-order cone program

STL Service transformer layer

TSO Transmission system operator

US United States

UVM University of Vermont

VB Virtual battery

VP Voltage positioning

Background

In this project, we have developed and validated an advanced, scalable control framework
wherein a large fleet of diverse distributed energy resources (DERs) can be managed ef-
fectively across different voltage levels within a distribution utility. The outcomes of this
management is three-fold: 1) support increasing penetrations of solar PV generation; 2)
ensure reliability and resilience in advanced utility grid operations; and 3) deliver valuable
market services. In achieving these goals, we rely on a number of key terms and concepts
that are described next.

Key project terms and concepts

« Distributed energy resources (DERSs) represent active nodes and are made up of
smart, connected plug-loads (e.g., water heaters and air conditioners) and smart solar
PV inverters. These DERs are configurable in terms of appliance ON/OFF statuses and



active/reactive power PV inverter set—pointsﬁ. The presented framework can easily be
extended to consider other energy-hungry appliances, such as smart refrigerators, electric
vehicle chargers (EVCs), and energy storage systems (ESSs).

A behind-the-meter (BTM) DER refers to a DER that is connected on the secondary
side of a service transformer (i.e., voltage level < 480V, which is considered low-voltage
or LV). Via aggregation, all BTM DERs are represented as controllable resources on the
primary side of a service transformer (i.e., > 1000V, which is considered medium-voltage

or MV).

BTM, smart, connected appliances sit behind a service transformer or a set of nearby ser-
vice transformers and are aggregated and abstracted into a dynamic, energy constrained
representation called a virtual batteries (VBs). The VB, via direct manipulation of
appliance statuses, can intelligently shift loads in time (i.e., defer demand) to achieve a
desired active power set-points. Since comfort/device constraints limit the duration of
the shift, the VB is akin to a first-order energy storage system. For simplicity, these
appliances are assumed unity-power factor and, hence, the VB represents a controllable
active power resource on the primary distribution network. Any deviation above/below
from baseline demand of the aggregate VB fleet represents charging/discharging behavior.

We complement the energy-aware VB by separately aggregating solar PV, which is
represented by distributed kW-scale PV systems, in the LV control layer. Each
PV system is equipped with a smart inverter that can configure active/reactive power
set-points. Since solar PV is not constrained by internal energy bounds, but rather
power limits, their aggregation is separate from the VB and linear in power bounds and
power generation. All aggregated PV inverters behind the same service transformer or
nearby service transformers (i.e., LV control layer) are controlled via proportional pass-
thru of active and reactive power set-points. The presented framework can be extended
to consider smart solar PV resources on the primary network (i.e., connected at the MV-
level rather than LV-level) and standard PV inverter control schemes (e.g., IEEE 1547’s
power factor scheme).

We take a utility-centric approach to grid operations with DERs and, consequently, define
the distribution system operator (DSO) as the utility, who can configure and
dispatch all DERs by having pre-defined contracts in place with DER owners (e.g., a
simple utility rebate for DER participation). That is, a DSO represents a wires-and-poles
utility with access to the project’s advanced DER coordination technology, which enhances
both control and visibility. This is valuable in New York state, which is the location of the
industry partner, Orange and Rockland Utility (ORU)E. Since the presented framework

"While NERC'’s official definition of a DER is limited to electricity generating assets, they have recently

recommended that demand-side management of aggregated resources be included in the definition of a
DER [l] since they provide similar challenges and opportunities at the T&D interface as inverter-based
DERs. Since this R&D project is forward-looking in a 2030 scenario, we have taken the liberty of using the
term “DER” to refer to a broader class of distributed controllable grid resources than the more narrow 2016
definition from [[].

ZNote that Vermont’s Green Mountain Power (GMP) is already deploying a utility-centric approach to



dispatches DERs with the use of live network data for more 150 feeders, it is necessary that
the utility acts as the DSO and not a 3rd party market actor or independent DER
aggregator. However, the hierarchical control architecture can be extended to include
non-utility DER actors by leveraging recent work on dynamic hosting capacity [2].

« The DSO interacts with the transmission system operator (TSO), which is consid-
ered a generalization of the independent system operator (ISO). The TSO’s role is to
define wholesale energy prices and available market services and is modeled after NYISO
in New York state. While the project considers a single common set of prices and services
for all feeders, it is possible to extend the framework’s market layer to different set of
prices and market services for different feeders.

Introduction and motivation

For a century, distribution system operators (DSOs) have managed a system wherein power
flowed from large, central thermal generators in high voltage (HV) transmission networks to
medium voltage (MV) primary distribution networks to low-voltage (LV) secondary distribu-
tion networks where loads consumed energy. In fact, the timescales of aggregate loads were
so slow that monthly customer meter readings were sufficient for reliable grid operations.
However, the last decade has seen a precipitous drop in solar PV costs [3], which together
with aggressive renewable portfolio standards and public demand for clean energy has led
to increasing deployments of variable and distributed generation in distribution networks.
In some cases, like California, Hawaii, Vermont, and New York, high levels of solar PV
generation (e.g., > 50% of energy consumed by loads) represent a fundamental engineering
challenge for electric distribution system operations and will require a much more flexible
electricity grid and massive efforts to electrify end use [4]. Specifically, the energy storage
capability inherent to many end-use appliances is expected to underpin a flexible demand
that can greatly reduce curtailment of renewable generation and support active distribution
network operations [5, 0.

Thus, a future distribution feeder with the expected MWs of solar PV and flexible de-
mand represents a grid that interacts with thousands of controllable inverters and kW-scale
loads, such as thermostatically controlled loads (e.g., electric water heaters, residential air-
conditioners), deferrable loads (e.g., electric vehicle chargers, smart appliances), and dis-
tributed batteries. However, the “future” is coming sooner than we think as the availability
of cheap “printable” embedded hardware platforms, such as the Internet of Things (IoT),
and people’s desire for comfort and convenience have recently opened up a new frontier for
energy digitization [7]. Indeed, as live sensing, connectivity, and computing become inex-
pensive, they become ubiquitous. That is, energy technology is advancing faster than the
electricity infrastructure around it. Thus, there is a need to reconsider the role of the distri-
bution system operators (DSOs) as solar PV (and smart inverters) is increasingly deployed
and demand becomes flexible.

While it has been clear for some time that DSOs need to evolve from passive/reactive

DER management using advanced technology partners, such as Tesla Energy.



network managers to active network operators [8, 9, 10, L1, 12], it has been less clear how a
DSO should manage the influx of 1000s of connected controllable devices (e.g., PV inverters
and smart appliances) relative to changing grid and wholesale market conditions. Specifically,
the coordination between a DSO’s network and many DER owners and aggregators will
become critically important at scale. This has spurred a multitude of advanced concepts and
models for how DSOs can interact with DERs, aggregators, and whole-sale (transmission)
markets [13, 14]. In this manuscript, we focus on the so-called “Market DSO” model, e.g.,
see [13], where the DSO performs all coordination, aggregation, and control of DERs to
deliver grid services across different timescales. While such a DSO-centric model could
preclude independent DER aggregators (i.e., increases regulatory complexity), the model
simplifies the role of wholesale market signals from the TSO, which only interacts with
the aggregated DSO resources and does not need to be cognizant of distribution network
conditions or individual DER owners or aggregators. In fact, the “Market DSO” model is
similar to innovative energy service provider models proposed by entities such as ConEdison
of New York [15].

In market-centric DER coordination schemes, “transactive energy” can engender holis-
tic (TSO-DSO-Aggregator) participation of DERs [16]. Some of these schemes focus on
broadcasting prices directly to devices. However, with large-scale participation of DERs,
transactive energy is susceptible to harmful load synchronization effects, power oscillations,
and volatile prices — especially when distribution circuits constrain DER behaviors — as shown
in [17]. To incorporate AC network constraints and engender “grid-aware” approaches to
DER aggregation and coordination, optimization-based methods have recently gained noto-
riety (in big part, thanks for recent advanced in the literature on convex OPF [18, [19, 20,
21, 22]) and been been used [23] by having the aggregator’s DER control be the outcome of
solving an optimization problem based on AC network models and tracking a Karush-Kuhn-
Tucker (KKT) point that satisfies the KKT optimality conditions. However, for non-convex
AC OPF, the KKT conditions may not be sufficient to guarantee global optimality. Other
optimization schemes can provide market services with VBs without exact grid models nor
real-time measurements [24]. However, these methods do not directly incorporate multi-
period energy constraints and the KKT point can be sensitive to exogenous disturbances.

To overcome the effect of disturbances while tracking an aggregate power signal, the
literature has recently focuses on hierarchical control of DERs in microgrid settings [25].
These works generally consider using frequency and voltage droop characteristics to gener-
ate active and reactive power set-points for DERs using local measurements of frequency
and voltage and compensating for the deviations, however, the local controller design often
is not cognizant of network-wide conditions nor of economic signals and desired trajectories.
While [26] develops a local (proportional) controller that incorporates network parameters
and conditions into controller gains to minimize voltage deviations with active power in-
jections, it does not consider system-wide power tracking objectives such as an economic
trajectory that satisfies voltage limits across the feeder. Economics and network-wide con-
troller gains are presented in [27], where a distributed averaging PI control strategy is used
to ensure proportional power-sharing and economic optimality. However, since it requires
extensive communication between the DERs, it may not be feasible on a larger geographic
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Figure 1: Hierarchical DER, control scheme along qualitative spatio-temporal scales.

scale. Moreover, while the droop coefficients in [27] are chosen proportionally according to
DER power limits, state-of-charge limits are not considered, and the coefficients are not opti-
mized to minimize head node power deviations from the economic trajectory. In this paper,
we overcome the above challenges associated with TSO market interactions, AC network
constraints and physics, and DER control through a novel hierarchical control scheme that
is practically implementable and suitable for a market DSO model.

The project’s three-layer hierarchical DER coordination scheme adapts spatio-temporal
concepts from conventional wide-area control (of frequency) in transmission systems to a
new approach for power management in distribution systems and is summarized in Fig. [I|.
Recall that in conventional frequency control, primary control is performed by local droop
controllers in real-time (sub-second) while secondary control balances regional areas on a
timescale of 30-90 seconds and tertiary control represents economic whole-sale market clear-
ing mechanisms for the entire system that is updated every 5-15 minutes and scheduled
hourly. Together, these three layers balance supply and demand to ensure tight control of
frequency. In the presented work, we decompose the DSO’s operations problem as shown in
Fig. [l and summarized next:

o The service transformer layer (STL) is tasked with performing local real-time
control of a small groups of DERs (e.g., solar PV inverters and smart appliances)
every few seconds to manage power exchanges at the service transformer (i.e., the in-
terface between primary and secondary distribution networks). This means that each
STL element can be realized as a small, low-cost computing node located at the service
transformer and communicating with utility’s secure network and nearby DERs. Due
to the local nature of control enabled by the hierarchical design, the STL controller has



access to the DERs’ static parameters (e.g. rated power), device-level sensor measure-
ments (e.g., temperature and PV inverter output), and device-level control inputs at each
service transformer node. Each STL controller is tasked with: a) updating an aggregated
dynamic flexibility model for the DERs; and b) real-time dispatch of the DERs to track
certain power set-points. In particular, each STL controller constructs a dynamic rep-
resentation of energy and power flexibility limits for the group of DERs at the service
transformer, that together is denoted by a VB model [28, 29, B0, B1, 82]. The VB’s power
limits represent the (maximal) range of the control set-points that can be successfully
tracked by the energy-constrained DERs at each service transformer; while VB’s energy
limits encode the end-user quality of service constraints and, along with the estimated
state of charge (SoC), determine the duration of successful tracking performance. Differ-
ent methods exist for characterizing the VB model of an aggregation of DERs, including
closed-form expressions [28], optimization-based methods [29, B1], as well as deep learning
techniques [30, B2]. Finally, the STL controller performs a real-time optimal control of
the DERs (e.g. switching thermostatic loads on/off) to track the power set-points by
explicitly accounting for service transformer and DER quality of service constraints, as
necessary [31]. The active and reactive power set-points for aggregated PV inverters are
provided separately to the STL and tracked via a simple proportional pass-thru opera-
tion to the individual PV inverters behind each service transformers. The STL, therefore,
represents groups of diverse DERs in the secondary distribution network as dispatchable
resources (i.e., VB and PV) in each phase of the primary distribution network.

e The STL’s lumped resources are reflected onto the primary network, which represent a
feeder’s three-phase distribution network model (i.e., an unbalanced feeder). This allows
the feeder operational layer (FOL) to optimally dispatch resources in the feeder
to generate STL resource (both VB and PV) power set-points every 1-5 minutes in the
entire feeder and ensure voltage and current profiles are admissible [33, B4, B5]. Thus, the
FOL’s objective is to coordinate the flexibility available in the STL (including responsive
VBs and PV inverters) along with the (mechanically actuated) legacy control devices,
such as capacitor banks (CBs) and on-load tap changers (OLTCs).

« The FOL’s coordination reshapes net power exchanges at the feeders’ head-nodes (i.e., at
the distribution substations) in response to economically optimized power set-points pro-
vided by the grid market layer (GML). The GML represents the DSQO’s schedul-
ing coordinator at the interface between the MV distribution system and the TSO’s
market and converts market signals into optimized power set-points at the distribution
substation of every feeder. Since the flexibility inherent to VBs is energy-constrained and
the feeders are networked within a DSO’s large sub-transmission system, the GML con-
siders a multi-period model of a simplified sub-transmission network where every feeder
is represented as a PQ-load with controllable aggregated VB and PV inverter resources.
In this work, the GML optimizes the DSO’s resources for peak demand reduction and
day-ahead and real-time balancing reserves market on a timescale of 5-15 minutes.

o Together, the three layers (GML, FOL, and STL) mirror the voltage hierarchy of the



DSO’s physical HV (GML), MV (FOL), and LV (STL) network interfaces. This frame-
work aligns with the “Market DSO” model described above and enables a scalable ap-
proach to managing millions of controllable DERs across a DSO’s entire network, reliably.
In addition, the presented framework also permits utilization of utility’s secure and low-
latency communication network between sub-transmission nodes (i.e., GML elements),
distribution substation nodes (i.e., FOL elements), and service transformer nodes (i.e.,
STL elements). Specifically, we leverage the communication system to design and em-
ploy a proportional intra-feeder control scheme that provides sub-second updates to the
FOL’s power set-points to correct for forecast errors and model mismatch. Furthermore,
to account for model mismatch in the GML, the DSO’s SCADA system is employed to pro-
vide sub-minute inter-feeder corrective updates to the GML’s economic power set-points
of feeder head-nodes.

Project Objectives

The project outcome is a validated DSO technology that is commercially viable and enables
cost-effective integration of solar PV generation of at least 50% of demand on an energy
basis (kWh of total) by coordinating flexible distributed energy resources. The proposed
technology enables a future (e.g., Year 2030) in which a large portion of BTM DERs (i.e.,
smart, connected appliances and PV inverters) are supporting reliability and resiliency of
the grid, rather than creating reliability problems. Federal and state energy regulators are
rapidly developing rules (such as FERC 2222) that will support the future of flexible de-
mand, but those regulatory changes will take several years to become fully implemented.
In the mean time, this project positions the US to lead the way in refining grid and DER
technology and utility business models that will support a cost-effective and scalable transi-
tion to rapid and broad adoption of distribution-connected solar PV and accelerate US clean
energy progression, while ensuring system reliability. Specifically, this project demonstrates
the coming together of state-of-the-science control and optimization technologies to make
the grid flexibility technically viable, cost effective at high levels of solar PV generation and
reliable.

This project validates the proposed three-layer hierarchical approach shown in Fig. [ll with
large-scale, realistic Transmission-Distribution-DER simulations (Task 4) based on SCADA
and network data from utility partner Orange and Rockland Utility (ORU), which is as
subsidiary of Consolidated Edison Company of New York (CECONY). In the simulations,
more than one million active nodes (e.g., behind-the-meter DERs or flexible loads) are co-
ordinated across ORU’s subtransmission network via the GML that determines the optimal
(aggregate resource) market interaction by the DSO subject to net-load forecasts (Task 3).
The GML also determines the expected market contribution from each of more than 200
feeders in ORU’s territory. A feeder’s expected market contribution serves as the power
reference signal for feeder-level aggregated resources in the FOL (Task 2). Fach element
in the FOL consists of one feeder and must determine the optimal dispatch of its flexible
resources to satisfy the feeder-level aggregate resource reference, subject to three-phase grid

10



constraints (e.g., ANSI limits), mixed mechanical/discrete and electrical /continuous flexible
elements, and net-load forecasts. That is, each FOL element computes power set points for
the dispatchable lumped elements in the STL (Task 1).The STL’s lumped resources are made
up of dispatchable DERs (e.g., 50-300 diverse and heterogeneous loads and inverters), which
are modeled as a VB placed in parallel with an aggregated PV inverter and is subject to
stochastic bounds on active/reactive power and energy capability. These uncertain bounds
(and associated distributions) are provided to the FOL to improve feeder operations under
realistic variable and uncertain solar PV forecasts.

Altogether, the proposed (GML-FOL-STL) hierarchical scheme represents a scalable
framework wherein in millions of resources can be coordinated within existing and/or reason-
able communication requirements. However, relying strictly on market signals for operations
puts reliability and resilience at risk, since we should not wait for system-wide market con-
ditions in the GML to inform us about conditions of the grid. Therefore, we augment the
above scheme to enhance responsiveness of resources by having STL and FOL elements re-
spond to actual grid conditions akin to real-time droop control between STL elements (e.g.,
within a feeder) and AGC between FOL elements (e.g., between multiple feeders) to coordi-
nate resources. This improves reliability and resilience when slower (conventional) top-down
predictions do not align with actual grid conditions (e.g., a cloud drastically reduces solar
PV in part of a feeder or system or DER flexibility is no longer available). For example,
if one STL element cannot track its optimal set point, other STL elements, within the cor-
responding FOL element, must make up the difference (e.g., “pick up the slack”). If they
cannot make up the difference, the FOL element is unable to track its feeder-level aggregate
resource signal, so other FOL elements must make up the difference across the system. As
STL or FOL elements deviate from their optimal economic reference signals, they inform
upstream elements (STL-FOL-GML) of the deviation, identify their remaining available re-
sources, and request updated reference signals using feedback control. Fig. [ll represents
these controllers as the inter-feeder and intra-feeder blocks, which operate on timescales of
5-seconds and 500ms, respectively, and can operate within existing and/or state of the art
smart-grid communication standards.

To achieve the project’s objective, the team was led by University of Vermont (UVM) As-
sistant Professor and principal investigator Mads R. Almassalkhi, who was supported
by a world-class team of scientists, academicians, students, and industry leaders.

 University of Vermont: Co-PIs Hamid Ossareh (Assistant Professor) and Pavan Racherla
(Research Assistant Professor) were supported by Ph.D. students Nawaf Nazir and Sar-
naduti Brahma and received input from Co-Is Paul Hines and Luis Duffaut Espinosa.

« Johns Hopkins University (JHU): Co-PIs Dennice Gayme (Associate Professor) and
Enrique Mallada (Assistant Professor) were supported by Pengcheng Yang (Post-doc) and
Ph.D. students Chengda Ji and Yue Shen.

+ Pacific Northwest National Laboratory (PNINL): Co-PI Soumya Kundu was sup-
ported by research scientists Thiagarajan Ramachandran, Sai P. Nandanoori, Ankit Sing-
hal, and Indrasis Chakraborty (now at LLNL).
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o Industrial Advisory Board (IAB) was made up of federal and industry partners,
including Dr. Dhananjay Anand from the National Institute of Standards and Technology
(NIST), Mike McGuire and Aaron Anaya from ORU, Joe White from CECONY, Mark
Grammatico from Clean Power Research (CPR), and Dr. Ben Hobbs who serves as
CAISO Advisor.

The task structure for the project was organized as follows:
Task 1: Aggregation, Modeling, and Real-time Coordination of DERs in the STL
Lead: PNNL - Support: UVM.

o Groups of 50-150 diverse heterogeneous BTM DERs were aggregated and their flexibility
was characterized accurately by low-order VB models. Various methods were used to de-
velop the VB models, including (deterministic) optimization-based methods and stochas-
tic data-driven, learning-based methods. It was shown that the VB parameters could be
adapted as groups of devices were added. Different real-time coordination schemes were
pursued by the team, including device-driven methods based on each device transmitting
a “fitness” rating and more direct scheduling control methods. Due to the high perfor-
mance of most optimization solvers today, the direct control method was shown to be
sufficiently fast and was used to schedule DERs to match the aggregate with a desired
set-point while managing device-specific constraints (i.e., comfort). This means that the
STL is able to perform the real-time coordination of DERs to track power reference sig-
nals within 10% RMSE and characterize the bounds of flexibility with VB parameters
within 10% RMSE so that the FOL can optimize the dispatch of the VBs.

Task 2: Grid-aware Optimization and Coordination of Network Resources in the FOL
Lead: UVM - Support: PNNL.

o Two novel unbalanced distribution OPF formulations have been developed for the FOL
and interfaced with each other to schedule both mechanical /discrete legacy assets on an
slow timescale, e.g., outer layer for hourly schedules for capacitor banks and LTCs, and
continuously controlled assets every minute (i.e., the inner layer). The objective of the
outer layer is to look ahead three hours and optimize the schedule of mechanical assets to
maximize voltage margins in a simplified unbalanced model of the feeder (LinDist3) given
expected feeder dispatch from the GML with as little PV inverter control/curtailment.
This fixes the legacy assets’ schedules and allows for the inner loop, which is a combina-
tion of a multi-period second-order conic program (SOCP) and decoupled, single-period
nonlinear programs (NLPs) that together optimize the dispatch of VBs and PV inverters
in the a feeder given very short-term, intra-hour PV forecasts to ensure tight tracking of
head node power reference signal from the GML. The inner loop also considering power
and energy constraints of the VBs and reactive power and curtailment capability of the
PV inverters. The team also showed how advanced distributed system state estimation
(DSSE) schemes could integrate with the FOL to provide estimated line currents (and,
thus, line losses) which are used by the inner layer to ensure a zero duality gap (i.e.,
optimal solutions are realized and within ANSI limits). Finally, robust formulations are
proposed to account for solar PV forecast uncertainties over the prediction horizon and
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novel network reduction techniques were used to create accurate, significantly reduced,
yet physically meaningful networks over which the FOL could optimize quickly and bring
back optimized set-points of “super-VBs” to individual VBs. Overall, the FOL can solve
the inner layer within a minute to provide updated VB and PV inverter set-points that
are within 5% of the global optimal solution in all investigated runs.

Task 3: Economic Dispatch and Regulation of Feeders in the GML
Lead: JHU - Support: UVM.

o The GML dispatches available flexibility among feeders with respect to three different
market signals: wholesale energy LMPs and ancillary service prices, updated every 5
minutes from NYISO, as well as peak demand charge (monthly transmission charge).
Energy transactions are co-optimized with ancillary services operating reserves, and peak
demand reduction. This was formulated for both radial and meshed (sub-transmission)
networks of distribution substations. It was found that radial assumptions were less
useful in NY’s setting and a linearized OPF formulation was used with the meshed sub-
transmission network extracted from NYISO’s model. The GML solves the full meshed
model within a couple minutes to deliver set-point updates for over 200 feeder head-
nodes every five minutes. A stochastic implementation was also investigated along with
financial benefit analysis which estimates the value of flexible demand in the proposed
market structure for ORU as a Market DSO (i.e., the sole DER scheduling coordinator).

Task 4: Validation and Demonstration of coupled coordination of layers
Lead: PNNL/UVM - Support: JHU and NIST and ORU.

e Year 1 focused on proof of concept simulations of each layer separately on synthetic net-
works. This was advanced in Year 2 with coupled simulations under deterministic (perfect
forecast) condition on small, realistic networks from utility partner and separate validation
of real-time feedback-based corrective control of feeder (inter) and VB (intra) set-points
with inter- and intra-feeder controllers, respectively. Year 3 included a demonstration of a
browser-based visualization and analytics tool iPGA that was developed at UVM and in-
teractively showed the effect of the FOL’s dispatched flexibility and/or historical data on
actual feeders. The project concluded with large-scale, stochastic simulations of all three
layers on utility-provided feeders (and their reduced network approximations, which were
prepared by iPGA) and NYISO-derived meshed sub-transmission network for ORU with
GridLab-D. In the final large simulation, we were able to quantify the avoided voltage
violations, reduced PV curtailment, and the ability to track market-signals accurately.
Finally, the software tool iPGA, that was supported by this project, has been disclosed
as a software invention and been licensed to startup company Packetized Energy, where
it has been developed further into a commercial product called GridSolver that is now in
use at utilities in the US.

Key project technical targets are shown in Fig. E with deliverables and milestones for the
project identified as follows:
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Performance Metric FOA Metric Proposed Target Achieved Target

Solution components Subset of layers Device & Enhanced layers Device & Enhanced layers
HiL Validation > 102 physical nodes = > 10> with OPAL-RT > 107 with real-time, cyber-enabled DERs
Software Validation > 10° virtual nodes > 10° with GridLab-D > 10° with GridLab-D
Scalability (Feeders) 1000 >1000 >150

Scalability (Active nodes) 1,000,000 >1,000,000 >1,000,000

Computation cycle (Real-time) 1 minute < 1 minute < 1 minute

Computation cycle (Planning) 5 minutes < 5 minutes < 5 minutes

Device Time resolution (Real-time) 1 second 1 seconds 1 seconds

Device Time resolution (Planning) 1 minutes 1 minutes 1 minutes

Response time (local: STL) < 10 seconds Real-time Real-time

Response time (network: FOL) < 30 seconds < 30 seconds < 30 seconds

Response time (system: GML) < 1 minute < 1 minutes < 1 minutes

DSSE Observability >99% 100% 100%

Power Flows

OPF Objectives
Predictive Control
Prescriptive Control

Multiple substations
Techno-economic
Real-time planning
Operational planning

Multiple substations
Techno-economic
Real-time planning
Operational planning

Multiple substations
Techno-economic
Real-time planning
Operational planning

Figure 2: Key project metrics that have all been satisfied as proposed, except for those in orange above: i)
the 1000 feeder setup, which has been replaced by ORU’s more than 150 feeders (as ORU does not have 1000
feeders); and i) we did not incorporate 100 devices for hardware testing. Instead, we showcases the viability
of the proposed STL algorithms by employing > 100 real-time simulated and cyber-enabled DERs to test
the viability of the presented hierarchical framework along with available IEC communication standards.

Final Deliverable #1:

Final Deliverable #2:
Final Deliverable #3

Final Deliverable #4:

Final Deliverable #5

Final Deliverable #6

Final Deliverable #7

Final Deliverable #8

Completed software simulations of the GML-FOL-STL-DER  hi-
erarhcy at scale with GridLab-D.

Completed real-time simulations of cyber-enabled DERs.

Completed techno-economic benefit analysis of the project’s core
DSO technology

Work from Task 1 (STL) has been published in at least 3 peer
reviewed journals and/or conferences

Work from Task 2 (FOL) has been published in at least 3 peer
reviewed journals and/or conferences

Work from Task 3 (GML) has been published in at least 3 peer
reviewed journals and/or conferences

Work from Task 4 (demonstration/validation) has been pub-
lished in at least 1 peer reviewed journals and/or conferences
that presents the open-source software tool iPGA suitable for
demonstrating DER /solar PV “what-if scenarios” for utilities .

The software tool iPGA has been made available on GitHub at:
https://github.com/teslauvm/ENERGISE

All major project deliverables were successfully completed.
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Project Results and Discussion

Task 1: Service Transformer Layer (STL)

For Task 1, the focus in year 1 was on modeling an aggregate population of 100 or so smart
appliances, which was accomplished with the VB framework in Task 1.1. In Year 2, the
focus is on real-time controller performance in terms of tracking the VB’s reference values
with STL’s available smart appliances (Task 1.2). The final year of the project was focused
on integrating STL with other layers, including smart PV inverters and solar PV generation.

Task 1.1 - Modeling Aggregate Stochastic Flexibility of DERs at the STL

The goal in Task 1.1 was to build a lumped dynamic VB model of smart appliances that
can suitably (within reasonable error bounds that are acceptable for robust optimization
problem at the FOL) capture the short-term load response for droop-like stabilization of
intra-feeder disturbances. Together with configurable smart, solar PV inverter active and
reactive power injection set-points, this VB model permits STL elements within a large
feeder to overcome unexpected very short-term disturbances (on the order of seconds). We
then test, via simulations, the accuracy of the reduced-order stochastic dynamic models for
different aggregation levels and types of DERs (air-conditioners, water-heaters, batteries, PV
inverters). The aggregate model of VB is developed to predict the short term (15 minutes,
< 10% RMSE) and long term (1-2 hours, < 15% RMSE) kW flexibility depending on the
accuracy of the forecasts and measurement data, while also satisfying local consumer energy
requirement within the STL. We characterize the aggregated VB model for the STL as

B(t) = —aB(t) — P°(t), B(0) = By

B(t) € [C™(1),C"(t)] (1)
Ph(t) € [P(t), PH(1)],

where B represents the virtual energy state of the VB with initial condition By, a is the
strictly positive self-dissipation coefficient (generally very small), P is the VB’s control input
denoting the relative injection into the grid (above its nominal baseline power demand). The
lower and upper energy and power bounds, C, P are denoted by corresponding superscripts
(.)7, (.)". Thus, this aggregated VB is represented by the set of parameters

S
S

® = (a,By,C~,C*, P, PY)

which must be computed to characterize the VB. Note that the aggregated VB model ()
guarantees that for every set of ‘admissible’ trajectories PV (t) for each of individual device
i=1,...,N, the aggregated power trajectory P"(t) is also admissible for the VB at the
service transformer level.

In this project, we proposed two complementary, novel methods for parameterizing the
VB model: 1) optimization-based binary search for finding [P~, P*]); and 2) learning-based
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framework for the other parameters (a, By, C~,C"). The learning-based framework was
shown to be more versatile via the use of transfer learning. For details on the learning-based
methodology, please see [30, ], which are summarized next.

a) " c) . Ensemble of 112 AC devices
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"
A
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N = T 003l r“
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b) - g 002 e
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%w E 0.015 | J
E . 0.01 T'
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& 0 0.294 0.588 0.882 1.176 147 1.764 21
¢ 2 ® @ Time (hours)
Number of Number of
Ty n . . ' i “r Y, “v T
Type AC Devices | Water Heaters “a C1 (KWh) [ C2 (KWh) 0
Homogeneous 100 0 2.348 140 48 128.81
Homogeneous 112 0 2412 160 50 141.65
Homogeneous 0 120 1.149 420 36 397.14
Homogeneous 0 135 1.212 451 18 415.73

Figure 3: Validation of learning-based VB model.

The transfer learning-based deep network framework worked well for dynamically up-
dating the VB parameters such as self-dissipation (a) and capacity bounds (C~, C") for en-
sembles of flexible thermostatic loads, from the available device-level measurements. Fig.
shows the accuracy in estimating B, and forecasting using a transfer learning-based, deep
network framework. Plots a) and b) (on the left) show that a stacked auto-encoder (SAE)
architecture is able to accurately encode-decode device states with less than 10% error, where
error is w.r.t. 10% of AC’s and electric water heater’s (EWH’s) allowable ranges of +2F and
+5F, respectively). Plot ¢) (on the right) shows flexibility forecasting errors of less than
0.5% more than 1 hour out. The bottom table shows the VB parameters from four different
DER ensembles that have been tested with this proposed deep network based framework.
This framework is generalizable and can be extended for other ensembles (mix of different
type of DERs) and to changing population using a transfer-learning Net2Net methodology
developed in this project. To ensure that the forecast flexibility from the VB model achieves
target accuracy, we leveraged a long-short-term-memory (LSTM) network with a two-stage
training process. Finally, we introduced a convolution based LSTM network for forecasting
the VB state evolution.

Milestone delivered:

e M (ST-1.1.3) Aggregate model of DER is developed to predict (with RMSE) the short term (15 min-
utes) and long term (1-2 hours) flexibility depending on the accuracy of the forecasts and measurement
data, while also satisfying local energy requirements in the STL.
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Task 1.2 - Real-time Coordination of DERs with Tracking Controller

The goal of this task in Year 2 was to improve the STL’s ability to track a power reference
set-point in real-time (M1.2.1) under realistic stochastic PV and load conditions (M1.2.2),
thereby improving reliability. Achieving this goal is necessary for the success of the FOL
(and, correspondingly, the GML) and for system reliability. To complete this objective, we
first tested the STL-DER dispatch (i.e., the disaggregator in Fig. @ and detailed in [31, B6])
in simulation on step and ramp up/down reference signals and showed that tracking errors
for a diverse fleet of 200 ACs and 100 EWHs were less than 3-7% with errors closer to 7%
when the reference signals decreased. This was much lower than the target value of 15%
and indicated that STL could accurately dispatch smart, responsive DERs every second to a
desired active power set-point. Furthermore, we achieved real-time root-mean-square (RMS)
tracking error for step and ramp responses at the GML below 3.5%, which is much lower
than the target value of 10%.

P econ,net ene /| enet|

K Pufn FTntra-feeder
s P

(a) Inter-feeder Controller

Nodal
disturbances

P .
Feeder "

(b) Intra-feeder Controller
Figure 4: Real Time Inter- and Intra-feeder Control Scheme

Then, based on common concepts from wide-area control in transmission, we developed a
novel proportional intra-feeder and a PI inter-feeder (corrective) controller (see Fig. W) that
dynamically update VB active power set-points to track the desired economics head-node
target value (i.e., reject disturbances from solar PV variability).

The inter-feeder control system mitigates large disturbances occurring within and across
feeders, and is depicted in Fig. Wa. It is essentially a PI control scheme with a dead-zone
and anti-windup mechanism that corrects the GML economic set-point references, Pecon,r,
to the m intra-feeder control systems (Fig. Wb). The working principle of the inter-feeder
controller is as follows: The sum of measured head node active powers from all feeders,
P net, is compared with the total economic market set-point for all feeders, Piconnet, and
the error between them is passed through a dead-zone filter and PI controller with anti-
windup. Then, the control input to the rth intra-feeder control system, P,;,, is computed
as Pyufr = K¢ Pynet + Pecon,r, Where Peonr is the economic set-point for the rth feeder, Ky,
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is a scaling factor, and P, e is the output of the PI controller (with appropriate limits).

The intra-feeder control scheme, on the other hand, rejects short-term disturbances (like
solar PV /demand fluctuations) that enter the primary MV nodes of a feeder and maintain
the FOL set-point at the feeder’s head-node (i.e., substation). To control the DERs in this
scheme, the only measurement required is the active power at the head-node of the feeder,
which is available at the substation, e.g., via RTACs. The scheme is depicted in Fig. @b,
as a zoomed version of the green block in Fig. fla, and, essentially, consists of a bank of
proportional controllers, K,, multiplied by certain dynamic adjustment factors, K,q;,, one
to control each of the n groups of DERs in the feeder. The corrected economic reference
head-node power for this feeder, P,;;, is calculated by the inter-feeder controller described
before, and P, ; the head node power of the feeder. Uncontrolled nodal disturbances are
assumed to enter the feeder at multiple sites, unknown to the controller. The corrected set-
point for the rth set of DERS, pi, -, is obtained as pin, = K, Kagjr(Puf — Pn) + Peet,r, where
P, refers to the set-point provided by the FOL optimal set-point dispatcher about every
minute, and K,q;, is an adjustment factor that ensures that as the energy states of the VBs
corresponding to the sets of DERs approach full capacity, the charging rate is proportionately
reduced, and when the energy state becomes empty, the discharging rate is proportionately
reduced (similar to standard gain scheduling). This helps to avoid a sudden step-change in
power to zero when the DERs saturate (either empty or full capacity). The “disaggregators”
then recast P,; as ON/OFF signals for individual devices using the optimization-based
dispatch. In Fig. W, substation level signals are colored black, feeder level signals are colored
violet, STL level signals brown, while device level signals are colored blue.

The controllers employ the DSO’s own secure communication network and state-of-the-
art IEC standards and a lag-based model of the VB (to account for both energy and power
dynamics associated with delays between devices being commanded by the STL the the
device switching ON/OFF). Specifically, the inter-feeder PI control can be used on the feeder
substation to track the GML set-point and correct inter-feeder disturbances while the intra-
feeder proportional control can be used at the VBs to correct for nodal disturbances within
each feeder. The controllers can be straightforwardly extended to PV power set-points as
well by removing the energy-aware adjustment of the gains in the intra-feeder controller.

The controller gains can be chosen so as to ensure performance and stability and simu-
lation results validate the effectiveness of the real-time control technique in Task 4 (please,
see below). The process for choosing controller gains is described next:

Selection of Intra-Feeder Controller Gains

The intra-feeder controller gains were selected optimally using an approach similar to
standard linear quadratic regulator (LQR). First, the rth set of DERs (in Fig. @b) was
modeled as a VB with a first order lag 7, and a delay Tj,, with the transfer function (similar

to [B7] for example):
e_TdTS

V(s) = (2)

7.s+1

This model was formed by taking note of the following facts: ¢) The DERs that compose a
VB turn on/off (possibly) sequentially, and there are electronic and mechanical components
(e.g., relay) present inside each VB, both of which contribute to a net lag 7,; i) There
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are communication delays (generally of the order of 200 ms) between the head node of the
feeder and each VB [38, B9], and delays associated with disaggregating the control signal into
device-level signals using the optimization-based approach [40]. The delays we considered in
the VB model were both these types of delays lumped together. Based on typical observed
server communication times and the device-level optimization solve-times, we assumed both
the time delays and the lags to be less than 200 ms for design.

To design the proportional gains, we assume that the feeder is affected by nodal injections
that are stochastic. This is reasonable since solar PV and demand fluctuations are typically
random. The objective is then to reduce the effect of these injections on deviating the head-
node power from the economic reference. Alternatively, we can treat the reference signal
itself as stochastic and reduce the standard deviation of the tracking error. To do that, first,
the system is linearized by linearizing the AC power flow equations about an operating point
set by the FOL. This done by finding the sensitivity of the head node active power of the
feeder to the active power injection at the particular nodes where the DERs are situated.
The time-delays in the transfer function (R) were ignored during the computation of the gains
but were accounted for by designing gains in such a way that the gain-crossover frequency
of the open-loop system, or the bandwidth of the closed-loop system (without delays), is
less than 1/57 max, Where T} .y is the maximum time delay in the system. Effectively, this
ensures that the delay-free system and the delayed system behave similarly. Then, assuming
that the system is excited by zero-mean wide-sense stationary Gaussian inputs, we minimize
the sum of the variance of the error, P,, denoted by 012%7 and a weighted sum of the variances

of the control inputs to each VB, P,1, ..., P,,, denoted by Ufgu B O’%;un respectively:
ming op (K)+ >0, prop (K), (3)
where K = [ K; K, ... K, |'". Here, op,(K) and op,, (K) are related to the standard

deviation of the reference via the Ho-norm of the transfer function of the closed-loop system,
and to the gains K, through the Lyapunov equation, AY + A" + BBT = 0, where A, B
are system state matrices and X is the state covariance matrix. See [41] for details. p, > 0
is a constant penalty parameter that we design to be inversely proportional to the power
capacity of the rth VB. This penalizes power extraction from VBs that have a lower capacity
to provide power output, thus resulting in a constraint-aware controller. In our design,
we used a value of p. ~ 6. The above nonlinear optimization problem was solved using
the Broyden-Fletcher-Goldfarb—Shanno algorithm [42] in SciPy’s minimize [43]. The solve
time for optimizing each intra-feeder control system was around 100-200 ms (which is small,
considering that it needs to be solved only around every 1-5 minutes if the FOL changes
STL set-points or when topology changes).

Selection of Inter-Feeder Controller Gains The inter-feeder PI controller gains K, and
K; were selected by minimizing the settling time ¢, of the overall system response, subject
to standard phase margin PM > 40°. This is done because a high phase margin ensures
that the system remains robust to VB failure, while a low settling time of less than a minute
ensures that any large disturbance is quickly rejected before the optimal dispatcher provides
new set-points to VBs every minute. To do this, first, the overall system is linearized in
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the same manner as for the Intra-feeder controller design. Then, the following optimization
problem is solved to find K, and Kj:

HliIle’Ki ts
s. t. PM > 40° (4)

where ¢, is the settling time of the entire closed-loop system due to the response to a step
input applied at APeconnet and PM is the phase margin of the open-loop transfer function
from P, net t0 Ppnet. This nonlinear optimization problem was solved using a global mini-
mization Basin-Hopping algorithm [44] in SciPy’s minimize [43]. The solve time was around
5 s (which is reasonable considering that this optimization needs to be performed about
every 5 min).

To penalize the extraction of power from feeders with lower capacity to provide power,
the inter-feeder gains K'y; are chosen in proportion to the total capacity of the feeder with
which they are associated. If the feeder ¢ has a higher capacity, Ky, is assigned a higher
value, and if it has a lower capacity, K; is assigned a lower value. Specifically, K;; = P;/P,
where P; is the power capacity of the ith feeder, and P is the total power capacity of all
feeders. Also, the anti-windup gain K, was set to unity to ensure a satisfactory performance
during recovery from VB saturation. Task 4 includes validation of the above methodology
for inter-layer, real-time corrective control of VB.

Milestones delivered:

e M (ST-1.2.1) Root-mean-square tracking error for step and ramp responses (after transients have

subsided) over a 5-15 minute period

e M (ST-1.2.2) Root-mean-square tracking error for step and ramp responses under realistic forecast
conditions (after transients have subsided) over a 5-15 minute period

Task 2: Feeder Operational Layer (FOL)

In Year 1, the goal of Task 2 was two-fold: 1) develop proof-of-concept distribution system
state estimation (DSSE) and 2) develop deterministic OPF formulation for unbalanced AC
distribution feeders. The reason to pursue the DSSE was to endow the OPF with model feed-
back to enable a simplified, but accurate predictive formulation for optimizing the dispatch
of continuous VB and PV inverter assets (inner-loop, M2.1.3). In addition, we developed
a novel voltage-positioning framework to maximize voltage margins on a slower timescale
with legacy mechanical assets (M2.1.4). In Year 2, Task 2 shifted focus from deterministic
to stochastic formulations to account for intra-hourly solar PV forecasting errors, thereby
improving reliability.

The key challenge with Task 2 was the fact that the underlying physics for an unbalanced
distribution network required development of new optimal power flow routines and methods.
The model of an unbalanced feeder is introduced next and used in both DSSE and OPF
routines presented further below.
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Modeling unbalanced feeders

Given a radial, 3-phase feeder with nodal set N' = {1,2,..., N} of which a subset have
DERs attached G = {1,2,...,G} C N, and set of branches £ = {1,2,...,L} = {(m,n)} C
(N x N), the physics of 3-phase AC power flows are given by the standard equations [45]:

0 =Wy (t) — Win(t) + @u)z+2@@»—zh@z*w65 (5a)
0 =diag(Sy(t) — ZiL(t }:S )+ S VieLl (5b)

{Wn(t t} )D/( H } Viecr (5¢)

St L(t)
0 =real{S™(t) — SS(t) + S Q}P%)WEQ (5d)

0 =imag{ Sy (t) = Sp(t) + Sy (1)} Vn€g (5e)

In (E), (@) relates the voltage drop in the network with the branch power flows, (@)
represents the power balance equation at each node which ensures that the power entering a
node equals the power leaving, and (pc) is the non-linear power flow constraint that relates
voltages and currents to new matrix variables W, (t), I;(t) and S;(t). In (@) and (@), the
active and reactive nodal power balance equations are defined.

Distribution System State Estimator (DSSE)
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Figure 5: Distribution System State Estimation. (Left) The novel DSSE supports the FOL and enabled
model-based feedback for the OPF-based dispatch of VB and PV inverters. The DSSE problem consist of
a Voltage Estimator (DSSE-VE, M2.1.1) and Topology Estimator (DSSE-TE, M2.2.1) to decompose the
full mixed-integer nonconvex estimation problem into two simpler sub-problems. (Right) The estimation
error from deterministic DSEE-VE applied to the IEEE 123-node test network showing that 95% of voltage
estimates have errors below 1.5%.

Task 2.1 - Operation & Real-time Coordination of Deterministic FOL

The goal of Task 2.1 is two fold: 1) develop a DSSE methodology for unbalanced networks
to detect topology changes and estimate network states (e.g., voltages, currents, and line
losses) and 2) use the line losses to enable scalable OPF formulation in FOL for dispatching
controllable grid resources. To achieve the former, we developed a DSSE algorithm as a
nonlinear non-convex weighted least-square optimization problem that fuses measurements

21



of voltage magnitude (e.g., from pPMU or DERs or AMI) and voltage phase (e.g., from
uPMU) at about 10% of nodes with SCADA (for power-flows, voltage magnitude), AMI
(power injections), and historical data (e.g., estimated load patterns) to estimate voltage
phasors at all nodes. The DSSE voltage estimation problem with mixed measurements is
given by

. N2
V = arg n%/in Z (hsi(V) — Si> 0'51 + Z (hy, (V) — im)?2 o7 (6)
i€EMg 1€ My,
+ > (V) = Vi) o
iEMM

subject to: |V| € [0.5,1.5], LV € [—m, 7],

where functions h();(V') map estimated voltages V' to (pseudo) measured parameter (.) at
node ¢ and S, V™ |V|™ represent noisy pseudo-measurement data from AMI/SCADA (with
high-variance), real-time voltage phasor, and real-time voltage magnitude data (with low
variance), respectively.

o For the deterministic case of the DSSE’s Voltage Estimator (see Fig. H), we tested the
algorithm on two test-feeders: 1) a single-phase 33-bus radial distribution feeder (MAT-
POWER testcase), and 2) an IEEE 13-bus three-phase unbalanced distribution feeder.
The node voltage estimation errors were within 1-3% for over 95% of the samples for a
summer month period, which exceeds the 5% spec set. The GML’s power reference for
the feeder is provided to FOL, which employs the DSSE to provide estimated states of
the network. These states are used to inform the FOL’s inner-loop OPF formulations of
line losses that enable accurate tracking of said reference via DSSE’s feedback.
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Figure 6: Voltage positioning in the FOL. (Left) The FOL’s outer-loop (OL) is cast as a voltage positioning
(VP) problem, which employs a convex model to maximize voltage margins given an expected economic
feeder power target from the GML and validated with GridLab-D (GLD). (Right) Voltage margins are

represented as the minimum distance from a nominal range [V, V] to Viuin and Vipax.

o Before optimizing VBs and PV inverters with the FOL’s inner-loop, we need to schedule
discrete assets first as shown in Fig. . This is accomplished with the FOL’s novel voltage
positioning (VP) outer loop formulation that solves a multi-period (3-12 hourly periods
ahead) mechanical asset scheduling problem. The VP formulation employs a linearized
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three-phase feeder model that maximizes voltage margins (i.e., robustly position voltages)
while tracking a headnode power reference while minimizing the utilization of flexible VB
and PV inverter resources. The VP formulation is given by the below:

min (P — Py 4 (Qo — QFM)2 + 0 ) (0" + (7)) +pv Y _Vei  (7a)

VigPY,pvP
s.t. linear power flow relations (LP) (7b)
branch power flow limits (LP) (Tc)
discrete/legacy asset constraints (McCormick, MISOCP) (7d)
continuous/responsive asset constraints (SOCP) (7e)
— Vi +V, <V, <V,+ Vi, (7f)
Vinini < Vi < Vinax,i (7g)
Vsi =0 (7h)

where a linear power flow is employed which is suitable due to the longer prediction
horizon and slower (hourly) timescale. The first two terms in the objective ([fal) track
the GML’s active and reactive power setpoints at the head-node PSME Q§ML. The third
term minimizes the use of reactive power from solar PV and VB resources ¢F ¥, py/®. The
last term penalizes the voltage slack V; to maximize voltage margins. The parameters
p and py are chosen so as to achieve a trade-off between utilizing flexibility to position
voltage close to nominal or utilize the voltage slack and prioritize the flexible resources
for the FOL’s inner loop. The discrete legacy assets represent bilinear constraints (MI-
NLP) that can be relaxed with McCormick to MISOCP, which is also the formulation for
continuous responsive assets, like PV inverters. In addition, to make the VP formulation
tractable for larger networks with more discrete assets, VB flexibility py® can be omitted
from the VP problem, which removes the VB’s temporal coupling of constraints.

In Year 1, we had to validate the VP performance for a network with >100 nodes to
within 5% of optimal solution in less than 300 seconds with default mixed-integer solver
settings while satisfying all constraints. To accomplish this, we reformulated the VP
objective using convex optimization techniques to create a MISOCP formulation. The
novel formulation allows the voltages to deviate from nominal (e.g., 1.0pu) by a pre-
defined narrow range (e.g., £0.02pu) and penalizes solutions that are beyond that level
(i.e., the voltage margin is now a priced resource in the FOL outer-loop VP problem).
Since the use of reactive power assets helps manage voltages, there is a natural trade-
off between voltage deviations from nominal and the use of reactive power resources,
so we priced reactive power resources as well. We capture this trade-off in the VP by
considering the sensitivity of voltage deviations and reactive power injections in designing
a “narrow-enough” range of acceptable deviations. In year 1, we validate the formulation
on IEEE-123 node network and the MISOCP solved in less than 70 seconds with 0%
constraint violations and with less than a 5% optimality gap, which met the goals and
satisfied the reliability metrics.
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o The mechanical schedule is supplied to the FOL’s novel inner loop (IL), which eliminated
discrete variables and the IL can then solve a continuous unbalanced AC OPF to optimize
the dispatch of the VBs to track the GML’s supplied power reference. This is accomplished
by solving a multi-period (ten to thirty 1-5-minute periods) OPF dispatch to account
for temporal coupling induced by energy dynamics in the VBs. It is important that
the solution is good (i.e., close to optimality or < 5% optimality gap) and physically
meaningful to ensure that the implemented dispatch does not violate ANSI limits on
voltages, thereby maintaining system reliability. In addition, it should be computationally
efficient since we would like to repeatedly solve IL OPF every minute or so to update VB
set-points given the timescale of solar PV variability. Thus, a novel two-stage SOCP-NLP
formulation was developed for the FOL’s inner loop to perform set-point optimization for
VBs and PV inverters within a feeder.

Note that the SOCP solution may not be physically realizable due to the non-zero duality
gap in convex relaxation, so a warm-start NLP optimization is initialized with the SOCP
solution and solved for reactive power set-points. Test simulations are conducted on 3-
phase model of IEEE 123-node test system with validation performed using GridLab-D. The
simulation results confirm the NLP optimization solution by producing matching results.
The SOCP-NLP optimization algorithm takes on average about 11 seconds to solve in total,
which is well below the 60 sec solve time requirement. The optimality gap between the
SOCP and NLP was found to be less than 5%. As the SOCP optimal value is a lower bound
to the global optimum, the obtained solution will be within 5% of the global optimum.
From validation with GridLab-D (GLD), the obtained optimal solution matches with the
simulation results and is found to be within the feasibility bounds. This preliminary evidence
was important for the project as it showed technical feasibility of the FOL’s unbalanced OPF
with satisfaction of reliability metrics.

Actual demand,

Solar PV WSOCPsolve time  MNLP solve time
Forecast _l—l linearize l .
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Figure 7: (Left) The FOL’s inner-loop (IL) is cast as a two-stage SOCP-NLP problem, where the SOCP
handles multi-period relaxed version of the ACOPF and passes the solution to the NLP to warm-start but
fixes the NLP’s VB active power set-points (p*), so the NLP can focus on optimizing the the reactive power
set-points (¢**) of PV inverters to keep voltages within limits. Note that the chance constraint is the outcome
of Year 2 work on robust extension and is described later. (Right) The new SOCP-NLP combination ensures
efficient computation and guarantees physical admissibility of the solution.

Milestones delivered:

e M (ST-2.1.1) State Estimator voltages during a one-month period in a summer month for averaged
per-phase values
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e M (ST-2.1.3) Solve multi-period (12-24 hourly periods) mechanical asset scheduling problem for three-
phase feeder model with >100 nodes (each with a parametrized virtual battery representing around
10-20 devices) to within 5% of optimal solution with default GUROBI (or open-source BONMIN)
mixed-integer solver while satisfying all constraints.

e M (ST-2.1.4) Solve multi-period (ten to thirty 1-5-minute periods) optimal STL element dispatch to
within 5% of optimal solution on a standard laptop with default GUROBI (or suitable open-source
solvers) settings in suitable time and verify that the optimal dispatch is physically realizable with
respect to relevant grid constraints through physical simulation of solution on three-phase unbalanced
system.

Task 2.2 - Uncertainty-aware optimization for FOL

For Task 2.2, Year 2 generally focused on robustness against uncertainty in terms of the
network topology (for the DSSE) and solar PV forecast (for the FOL’s OPF). This ensures
a robust OPF framework in a practical setting.

e For the DSSE to remain robust to uncertainty in the feeder topology, we needed to
develop the DSSE-TE shown in Fig. H(Left). The DSSE-TE employed a linearized, 3-
phase power flow model and a known set of possible topologies (since the switch locations
are known a priori). Since the possible admittance matrices were known before hand, a
time-varying load profile was combined with the different network topologies to create a set
of scenarios on which the topology/voltage estimator is validated. Note that the number
of possible topologies is limited for a single feeder, which keeps the number of scenarios
small. A sensor profile was identified for each of the test feeders which detects topology
changes with 100% accuracy (See Fig, (Top)) and it could be shown that one voltage
measurement per unique island is sufficient to guarantee perfect outage detection. Since
the DSSE-TE performed rather well, the combined topology and voltage DSSE achieved
estimation errors below 0.5% for 95% of all voltage magnitudes for three different test-
systems shown in Fig. 8, which satisfies the project’s requirement of > 99% observability.
Note that since the number of switches is generally much smaller than the number of
nodes and we likely just need the same number of sensors (located near the switches and
measuring voltage and P/Q power flows), the formulation can scale well.

e In Year 2, we wanted to focus on robustifying both the FOL’s inner and outer loops’
OPFs to account for solar PV, thereby improving reliability. However, the FOL’s outer
loop that solves a mechanical asset MIP scheduling problem to maximize voltage margins
is already robust by nature of maximizing voltage margins. Thus, it became clear from
simulation results, see for example Fig §(top), that only the inner-loop needed to be made
robust against uncertainties.

« Based on the experience with the FOL’s outer-loop, we decided to add chance constraints
to the FOL’s inner loop OPF formulation as shown in Fig. H The methodology should
ensure that any solution be physically realizable on 3-phase feeder model with voltage
and branch constraints. Voltage or current violations should be small (< 1%, < 10%,
respectively for voltage and currents) and strictly temporary (< 10 minutes). The ap-
proach we took was to use the DSSE to determine the network’s state and from that

25



T EWTTrTy Ty T e Iy

Eee=——=—0x
. 100 150 By s 50 100 150 200 250 300

Node number ﬂ ﬂ
IEEE 123 bus system: Nodes 150 -250 250 node system: Nodes 150~160 and
islanded due to SW 4 being opened 200-202 islanded due to SW 1 being opened

3000

| 3000

2000

000 1
1000
500
500
e s | o]
o 2 4 6 8 W 12 1 1B L

%Error x10

025 03
%Error

Figure 8: (Top) DSSE-TE detected topology with 106(% accuracy in both left and right network scenarios.
(Bottom) Combined DSSE-TE-VE voltage estimates with less than 0.5% error for 95% of estimates.

estimate, linearize the 3-phase OPF and add additional linear constraints that effectively
tightens the voltage bounds. This approach is pragmatic but a little less elegant than
the literature on stochastic OPF. However, the approach is computationally effective and
does not perturb the two-stage SOCP+NLP formulations.

o We can now formulate the final robust, multi-period SOCP optimization problem solved in
the FOL. First, consider the objective function that tracks the GML’s computed economic
power targets for the head-node (active PSME)| total VBs (active R;), and total solar PV
(active P]‘? and reactive ngc) and reduces total line losses, if possible, with e small.

2 2
fi@) =3 ((Ll(t) +POME() — real{Sﬁ“(t)}) +ta (Rf(t) - Pfi(t)>

teT neN neN

neN neN lel

+5 <P/§(t) — Z real{SS(t)}) +v (Q?(t) - Z imag{SS(t)}) + ez 1" diag(R; o I, (t))) .

The first term in f;(z) represents the FOL’s tracking of the GML’s computed feeder
head-node power reference PEMY with Ly (t) = Lo(t) + 3., p GaApn(t) being a first-order
approximations of the total feeder line losses, Ly(t) is the loss estimated for the operating
point at time ¢, and (,Ap,(t) represents the change in total feeder losses due to the
change in active power injection at node n. The factors (, represent the sensitivity in
feeder losses due to changes in active power injections and are similar to the power transfer
distribution factors (PTDFs) that are often used in transmission system analysis [47]. The
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Figure 9: Robust SOCP+NLP for FOL. (Top row) Comparing the deterministic VP formulation from (H)
(Top left) against two different robust formulations (under assumed Gaussian and Unimodular forecast error

assumptions, see |

]) for a 261-node reduced ORU network for a full day with peak solar PV generation

around noon. Clearly, all are robust to the uncertainty. So there is no reason to change the deterministic
VP formulation. (Middle Left) For the 261-node reduced network, we see Deterministic inner-loop voltage
profile; (Middle right) Voltage profile for the robust inner-loop with tighten bound, which is around 0.02pu in
this case; (Bottom left) Nodal voltages over 60 simulated time-steps show that there are little to no voltage
violations and that the robust formulation works; (Bottom right) solve times are consistently fast over a
60-timestep horizon and significantly shorter than the 60s that are required in SOPO (Bottom row).
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Table 1: Control variables used in the FOL and GML formulations.

Variable type Variables
FOL control variables P" (VB), S5 (PV), V!, | V.,

v,n’ v,n

GML control variables Pt R; (VB), Py (PV), Q5 (PV)

second term ensures tracking of the GML’s provided VB power reference Ry for feeder f.
The third term tracks the GML’s provided solar PV power reference Pf, the fourth term
tracks the GML’s provided reactive power reference Q? and the final term additionally
minimizes feeder losses. This objective is used to formulate the robust SOCP:

min fi(z eSS AW () Vanlt)) (8a)

teT n=1
s.t.
(e, (61, (b, (o). (8h)
Bn(t+1)=B,(t)— P’ (t)At  Vneg, (8c)
2W,(t)(4, 5) . .
20() (1, ) . -
T06H LG, < L), d) + L) (7, 5), (8e)
25,(t)(i,7) . o
TGO EI0I ! < Wa(t)(@,4) + L(t) (4, 7), (8f)
|d1ag<8l<t>)| < Zb,l(t7 ar, 2) Vi e 'Cv (Sg)
Vipnlt,ap, ) =V (1) < diag(W,(t)) < Vin(t, ay, 2) + an Vn e N, (8h)
1S5(t)] < Spm(t,as,X) VneG, (8i)
Bmin,n < Bn( ) max,n Vn € g, (8J>
)

<
Pmin,n S P}l)(t) S max,n VTL € g (8k
for all t € T, where V, ,(t)* and V, ()~ represent the slack variables that are added
to ensure persistent feasibility for the upper and lower voltage bounds, respectively, and
with 7 >> 1. Inequalities (E),(@), and (@) bounds the apparent power of solar PV
inverters, state of charge (SoC), and active power dispatch, respectively. The relation
between the battery SoC and VB power is given by (é) and (@)—( ) are a convex re-
laxation of the nonlinear (bc). The ag-robust bound for apparent line flows is given by
Lyi(t,an, ) := Smaxs — AL(ar, X, Si(t)*), while the a,-robust voltage bounds are given
by Vb,n(ta vy, ) 1= Vn2lax n— Av(ay, 2, Wy (1)), Kb,n(ta ay, X)) 1= Vi, n+/\V(aV7 X, Wa(t)7).
Similarly, apparent solar inverter power bounds can be made tightened as Sy, (¢, as, &) =
Gaxn — As(as, 2, 85%(t)).  The variable types used in the formulation are presented
in Table [Il. Note that the bounds are tightened by entity Ay(ay,X,Y™*) := f~}(1 —
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ay)||Ty £'2||y which shows that the tightening depends on both the operating point Y*
and the so-called safety factor function f~1(1 — ay), which is defined by the acceptable
probability level. The safety-factor function for the unimodal distribution is bounded by
a tight inner analytical approximation:

o\ /195
f—1(1—aY)<<1 Y) |

ey

For details on e and A, please see [46, B5].

o For the robust NLP formulation in the FOL, we have the following objective function,
which takes as input the solution from the SOCP and minimizes:

fol(t)) := (Q5(H) = D _ imag{S5(1)})* + € Y 1Tdiag(Ri o (1)),
neN =1

and only optimizes over the FOL’s controllable reactive power set-points and PP* € RI?!
is the optimal active power injection of the VB at node n obtained from the SOCP.

o This gives us the following NLP formulation:

mlan +77le Vn +V§/n() ) (9&)
subject to: (bal) — @ (9b)
(PY)? + (gn(t )) <Hinn Vneg (9¢)
|diag(Si(1))| < Luu(t, o, X)  VIEL (9d)

9e)
9f)

where (@)—(@) represents the nonlinear power flow equations and (@) represents the VB
apparent power constraint with PP € RI?l being the optimal active power injection of
the VB at node n obtained from the stochastic SOCP (%) Thus, the FOL’s inner loop
is the combination of the robust, multi-period SOCP formulation in (§) and the robust,
time-decoupled NLPs in (B)

Vi ult, o, X) = Ve, () < diag(Wa () < Vit oy, B) + Vi3, () ¥n e N
(
(

"S’?%(t)’ S gb,n(tvo‘{s; E) Vn € g

o In Fig. @, the robust SOCP-NLP performance is indicative of scale and completes deliv-
erable.

Milestones delivered

e« M (ST-2.2.1) Maintain high-level of observability under unexpected sudden changes in the network,
due to line switching, faults and/or outages on small network developed in ST-4.1.4.
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e M (ST-2.2.2) Solve multi-period (12-24 hourly periods) mechanical asset MIP scheduling problem to
within 5% of optimal solution on a standard laptop while accounting for stochastic net-loads in the
small-case system developed in subtask 4.1.4. This involves at least 50 three-phase nodes for the
feeder.

e M (ST-2.2.3) The solution should be physically realizable on unbalanced, realistic feeder model of
more than 250 three-phase nodes with voltage and branch constraints. Voltage or current violations
should be small (< 1%, <10%, respectively for voltage and currents) and strictly temporary.

Task 3: Grid Market Layer (GML)

The goal of the GML is to optimize flexibility of distribution-level aggregated DERs to
jointly participate in the TSO-level energy and ancillary service markets. This determines
the optimal aggregate interactions with wholesale energy and ancillary markets as well as
feeder-level set-points for the FOL to track. In particular, GML seeks to reduce the energy
procurement cost in the energy market and obtain revenue in the ancillary service market,
with an optional function to simultaneously reduce peak demand. The GML also accounts
for the loss due to solar curtailment to encourage solar usage.

The initial idea for Year 1 was to decompose the GML into fast and slow timescales
to account for different markets, however, the efficiency of the deterministic formulation
(see objective function in Fig. @(Top)) did not necessitate the decomposition, so the GML
remained as one multi-timescale optimal dispatch of feeder resources. We also initially
considered a radial transmission-substation transformer bank-feeder network of feeders as
in Fig. (Bottom—right), however, in Year 3 this was reformulated as a meshed network of
feeders.

Tasks 3.1: Formulate and perform joint economic dispatch and regulation prob-
lem for feeders

The utility can coordinate feeders’ flexible resources and use this flexibility to participate
in real-time or ancillary services markets. By participation, we mean they can either sell
or buy electricity to/from the real-time market and/or participate in an ancillary service
market, specially by providing reserve services. For each feeder we consider two potential
source of real power updates: (i) Solar generation (or power response) and (ii) storage from
VBs. Outcome was presented at a conference [48] to complete Year 1 GML deliverables.

The main market signals for the GML include both wholesale energy and ancillary service
market prices. The energy market usually operates in a two-settlement manner and clears
transactions at two timescales with respective prices, i.e., day ahead with day-ahead/forward
price and real-time, usually 5 minutes ahead, with real-time/spot price. We assume the
clearing times of the ancillary service market coincide with the real-time market on a 5-minute
basis, enabling co-optimized cross-market participation. Further, the GML is assumed to be
a price taker, i.e., has no significant effect on prices.

o Day-Ahead Market: The day-ahead market runs for each hour of the next day simulta-
neously. The GML determines optimal hourly procurement of energy in the day-ahead
market based on predicted hourly prices and feeder specifications subject to uncertainties
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Figure 10: (Top) Deterministic formulation of the GML with day-ahead, real-time, and operating reserve
prices representing multi-market participation. (Bottom-left) The inputs and outputs of the optimization
module (Bottom-right) Initial rendering of GML’s network of feeders was based on the schematic of the
O&R Allendale, NJ system comprised of two large transformer banks each supplying four feeders. Bank 0
is connected to the transmission systems. Each transformer bank (banks 1 and 2) has an apparent power
capability of 35MVA and base voltage at 69kV. Later in the project, we employed the NYISO subtransmission
system for the FOL to incorporate 100s of feeder which are interconnected from a meshed network of
transformer banks rather than the initial radial concept.

in the day-ahead forecast. In light of the potential price differences and the chance for
arbitrage across stages, the GML may indeed predict two-stage price differences and over-
or under-procure energy to minimize net cost.

o Real-Time Market: The real-time market runs to offset any deviation from the day-ahead
schedule for each 5-minute slot before actual operation. This rolling market-clearing
implies that the GML has the chance to update its commitment to procure energy in
the real-time market for the next slot with the latest information, e.g., real-time price
predictions, after observing the market outcome of the current slot. Indeed, the GML
uses a scenario-based approach to predict future prices based on a set & of dominant
scenarios of price changes, i.e., AN (7), 7 = 1,2,...,TP" s € S, with respect to the
latest price realization, where T?"¢ is the length of prediction. For instance, at time
t, given the latest real-time price \"*(t — 1), the forthcoming prices are predicted as
)\”(t —14+7) =Mt —1)+ AN 7), 7 =1,2,..., TP s € S. These scenario-based
predictions are extracted from NYISO-based real tlme prices [49], and Fig. [L14] illustrates
an example of 3 scenarios of price changes with the prediction length of 2 hours for a
particular time of a day.

o Ancillary Service Market: We will specifically focus on the ancillary service of 5-min
operating reserves from NYISO. The GML, while participating in the real-time market,
can simultaneously provide reserve service by tracking designated commands within a
committed bound/capacity. Likewise, it can manage and update reserve commitments
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5 minutes ahead using the latest information, e.g., reserve price predictions, due to the
repeatedly rolling market operation. The GML obtains the future reserve price predictions
as(1), 7=1,2,..., TP s € S, using the same scenario-based approach, except that the
scenarios are directly defined on reserve prices rather than price changes. Note that due
to the strong coherence between real-time prices and reserve prices, the scenarios s € S
are clustered jointly based on data from NYISO historical data. Figure @ shows an
example of reserve price scenarios acquired together with those of real-time price changes
in Figure .
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Figure 11: An example of scenario clustering for real-time price changes and reserve prices.

e Peak Demand Charge: We include a GML mode that accounts for peak demand charge,
which assigns a large cost to the peak demand occurring during a specified period, e.g., a
month. This one-time payment comprised of a unit price way higher than average energy
prices, e.g., for a NY utility, the is price v = $10,000/MW per month. The GML peak
shaving mode allows utilities to use this mode to reduced this significant expenditure.

GML Formulation and Implementation: At the real-time five-minute timescale, we first
propose a scenario-based approach to account for the uncertainty in real-time and reserve
prices. Consider a finite set of scenarios & of these price sequences extracted from historical
data. For a predetermined sequence range from ¢; to ty, each scenario s € S is given by
s 1= {(ms, \I'(t), ou(t)) | t € {t1,t2,---tr}}, where 7, is the corresponding probability of
occurrence with > o7, = 1, and AJ'(¢) and a,(t) are the predicted real-time and reserve
prices, respectively.

A receding horizon implementation framework is proposed to compute the optimal feeder
dispatch trajectories subject to the GML’s AC sub-transmission network with | N| nodes, and
|F'| feeders. We set a moving prediction window from ¢; to ¢; + 7" — 1 with all the scenarios
in S accounted for. At each time t € {t;,--- ,t; + T — 1}, the following control variables
corresponding to scenario s € § are considered. On a feeder f, the real and reactive solar
generation are denoted as P{ () and Q% (). The VB energy and power are By (1), Ry s(t).
At a node 14, the real and reactive nodal injections are denoted as P, 5(t) and @); s(t), and the
voltage magnitude and phase angle are v; 4(t) and 0; 5, respectively. The total energy and
power reserved of the GML are B, s(t) and P s(t). We use U, to denote all the control
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variables in the GML problem, and it is given by

(P?y (t), Q% (1), Bss(t), Ry s(t)), Vfe€|F| FOL PV power, VB energy/power
Uft):= (Pis(t),Qis(1)), Vi € N[, | _ ) GML nodal injections

(vi,s(t), 0 ) Vi € |N|, Voltage magnitude/phase angle

(Brsm g S(t)) Total energy /power reserves

and the optimization problem to be repeatedly solved is

£t T—1
min Y max {PO s } -+ Zﬂ's Zdt()\rt PO s( ) Pda<t)) +)\da(t)Pda(t))
seS t=t;
ti+1T—1
+y Z(st(—as(t)gms(t)+z ff,t(Pst(t))>] (10)
seS t=t; f
subject to

Feeder bounds (11)
Bank apparent power constraints (12)
Ancillary service constraints (13)
Linearized power flow model (14)
Scenario coupling constrains: Us(t;) = U(t;),Vs € S (15)

where Py 4(t) is the net demand acquired in the real-time market at time ¢ in scenario s. In
particular, the objective () is composed of 5 parts. ymax{Fps(t)} represents the peak
demand charge. AI8(t) P () — P%(t)) + 4 (¢)P4a(¢) represents the total energy expenditure
in both day-ahead and real-time markets. The revenue from reserve provision and solar
curtailment penalty are accounted for by a(t)Prs,s(t) and 3, fri(P7 (t), respectively.
The penalty function ff,t(PJ? ) associated with feeder f at time ¢ and is linear, given by

Fra(PE(t)) = B (PF(t) — P{ (1)), (16)

where Pp*X(t) — P/(t) measures solar curtailment and the constant coefficient 8y > 0 rep-
resents the unit cost. The curtailment unit cost was determined based on priority and solar
curtailment is the last resource to be utilized, so 8; was set to a high value relative to
other prices. The constraint () enforces that the first-slot decision variables U(t;) to be
implemented immediately are scenario-invariant that couple all scenarios.

Tasks 3.2 and 3.3: Extend GML to stochastic setting and validate at scale

The GML is extended to stochastic formulation by accounting for 1) price signal uncertainty
and 2) solar and demand uncertainty (M3.2.2), thereby improving system reliability. The
former is accounted for with a set of representative scenarios, clustering with k-means, and
the occurrence probabilities of each cluster. The solar PV and demand uncertainty are ac-
counted for with chance constraints via analytical reformulation to cast the uncertainty as
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a conservative upper bound on solar PV capacity. Solar PV forecast error analysis informs
variance on solar PV forecast errors. Finally, a receding-horizon control (RHC) implemen-
tation of the GML offers (via feedback) natural robustness to a set of unknown disturbances
and enhances reliability. We then show that the offline (with deterministic formulation)
outperforms the online (stochastic RHC) implementation, as expected since the online im-
plementation has imperfect predictions and reserves too much energy from reserve price
prediction errors. Overall, to compute the optimal robust RHC dispatch for a system of
12 feeders connected across a simple, radial network with 3 transformer banks takes just 25
seconds, which is substantially lower than the upper target of 300 seconds. However, even for
a large synthetic system of 1008 feeders across 252 transformer banks (M3.3.3), the robust
RHC implementation of GML takes no more than 180-230 seconds depending on market
signal complexity. See Fig. [12 for specific times.
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Figure 12: Verifying scalable implementation on the large synthetic radial GML system with 1008 feeders
and 252 transformer banks. he maximum solve time for the robust GML is 182 seconds and 231 seconds for
real-time balancing and real-time balancing with 10-minute reserves, respectively.

Task 3.4: Develop contingency mode for reliable inter-feeder dispatch and per-
form benefit analysis

In Year 3, we consulted project advisors in power system economics, Prof. Ben Hobbs from
Johns Hopkins University and Prof. Cristoph Weber from University of Duisburg-Essen. We
have divided contingencies related to the loss of critical components in either transmission
or distribution networks. In addition, the inter- and intra-layer controllers represent another
form of contingency modes that are relevant to cyber-components of the grid, including parts
of the proposed cyber-infrastructure (e.g., VB dispatch and regulation).

The following two requirements define the priorities of the GML in contingency opera-
tion to maintain reliable dispatch: 1) Reserve commitment and end users are of the high-
est priority, meaning that contingency response needs to ensure that the GML is always
able to provide the desired amount of reserve once called upon without shedding any load,
thereby improving reliability; and 2) The GML will maintain economic efficiency whenever
re-dispatching the feeder operation and interacting with the transmission energy market
through the receding horizon control.

In accordance with the reliability requirements identified above, we identify one of
the most threatening contingencies to be an outaged or output-constrained feeder, which

34



abruptly robs the GML of partial solar generation and/or virtual battery capacity. The
contingency-secure mode of GML is designed to hedge against the failure to re-dispatch
feeders and guarantee the persistent GML operation with the receding horizon control, fol-
lowing the unexpected occurrence of a feeder loss. We adopt the robust technique of N — 1
contingency constraints to ensure that even if an arbitrary feeder is lost, the remaining
feeders maintain the ability to maintain reliable system operation and live up to the reserve
commitments made earlier.

The contingency-secure mode is formulated below through a minor modification made
to the reserve commitment constraints. More specifically, we propose a N — 1 contingency
constraints on the operation of virtual batteries

Z Bf’(t) > Bisn(t), VF, (17)

I'#f

to replace the original constraint:) ;B #(t) > Bisn(t), where B(t) is the energy on feeder f
and By (t) is the total energy reserves. The new N — 1 contingency constraint ([L7) requires
that given any feeder outage, the total virtual battery state-of-charge of the remaining feed-
ers should still be able to provide the maximum possible called reserve B, (t). In other
words, the reserve commitments made earlier will continue to be realizable for contingencies
consisting of one feeder loss.

The contingency-secure mode prepares the GML for potential contingencies of an ar-
bitrary feeder outage and enhances its reliability in terms of maintaining participation in
both the energy and ancillary service markets. We further propose a practical contingency-
recovery mechanism encoded in the receding horizon implementation that immediately re-
sponds to the occurrence of a contingency and gradually recovers the GML to the contingency-
secure condition by taking over the re-dispatch of feeders in the interim. Such a mechanism
provides a holistic contingency solution for GML: first, upon a contingency, the spare en-
ergy stored in the virtual batteries due to the conservative enforcement of () is released
to maintain the capability of fulfilling already-made reserve commitments; second, prompt
steps are meanwhile taken to restore the contingency-secure mode such that the GML is
ready for any possible follow-up contingencies.

The contingency-secure mode is demonstrated through a one-day GML run with a simu-
lated contingency at time slot 186. Fig. (Left) compares the two trajectories of the interface
power Py(t) of the GML with the transmission network market under the contingency-secure
mode with and without this contingency. More explicitly, the difference between the two
trajectories (w minus w/o) is also plotted therein. The subtle difference suggests that the
contingency-secure mode stores enough backup energy in the virtual batteries to accommo-
date a contingency without propagating the effect outwards to the transmission network.
Fig. [L3(Right) more explicitly demonstrates the operating principle of the contingency-secure
mode through the evolution of the difference between the aggregate state-of-charge Bj.q and
the worst-case N — 1 state-of-charge® By, — max{B;}. Even without a contingency, the

3By worst case, we mean the aggregate state-of-charge by excluding the feeder with the most virtual
battery energy.
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difference, i.e., the extra amount of virtual battery energy, is put aside conservatively. Once
a contingency occurs, starting from time slot 186 (15:25-15:30), this backup energy is re-
leased to hedge against the loss of storage capability, which is reflected by the sudden drop
of the difference. After the recovery period, the difference rises and restores to its normal
value.
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Figure 13: (Left) Contingency-secure mode: comparison of the net power procurement Py(t) in a day with
and without a contingency. (Right) Comparison of contingency and non-contingency runs of contingency-
secure mode: difference between aggregate SoC Biota; and worst-case N — 1 SoC Byyrqr — max{By}.

Task 3.5: Formalize and quantify tradeoffs between short/long-term flexibility
and market-participation

Illustration of GML benefit analysis

To compensate for the accuracy loss of the linearized power flows, we introduce the fol-
lowing three-layer tuning mechanism, as depicted in Figure . The first and third layers
are both power flow layers, which resort to commercial power flow solvers, such as Pow-
erModels.jl [50]. In our first layer, we assume that the demand is given as estimated, the
solar generation is provided at its estimate maximum, and the virtual storage remains idle.
We then attain the power flow setpoints (P, QF, V*,0F) for Vi € N with PowerModels.jl,
which are passed to the second layer, the approximate GML model layer. The approximate
GML model layer solves for the optimal feeder-level solar and VB scheduling. Note that
the resulting power flows are at best approximate, and need to be tuned in the third power
flow layer. Through the third layer, accurate power flow is guaranteed based on the solution
from PowerModels.jl, given the feeder-level scheduling determined from the second layer. We
now provide a set of numerical results of a sub-network of New York Independent System
Operator (NYISO). The solar generation and demand profiles are obtained from the utility
for a day in August 2016. We adopt the price trajectory of August 2019, and consider the
following three scenarios in our illustration:

o Scenario #1: This baseline scenario assumes that no VB is available, i.e., Bf”m(t) =
0, Vf,t, and that all solar runs at full capacity, i.e., P]i’(t) = P{e(t), Vi, for both the
day-ahead and real-time markets.

o Scenario #2: In this GML scenario, the GML has the ability to curtail the solar usage
and charge/discharge the VB.

o Scenario #3: In this GML+peak-shaving scenario, the peak-shaving mode is implemented,
and the unit price for peak demand charge is set to be v = 10,000 $/MW.
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Figure 14: (Left) Due to the meshed nature of ORU’s subtransmission network that interconnects the
transformer banks and feeders, the GML must be enhanced with a novel three-layer tuning system. (Right)
The approximate GML model layer solves for the optimal feeder-level solar and VB scheduling. Note that
the resulting power flows are at best approximate, and need to be tuned in the third power flow layer.
Through the third layer, accurate power flow is guaranteed based on the solution from PowerModels.jl, given
the feeder-level scheduling determined from the second layer.

Table 2: Economic benefits of GML.

| Without VB | VB: 75 MW+187.5 MWh  VB: 150 MW+375 MWh

Scenario ‘ #1 ‘ #2 #3 ‘ #2 #3
Real-time cost ($) 428 330 425 981 426 053 424 322 424 486
Solar curtailment cost ($) 0 0 0 0 0
Peak cost (3) 12 609 000 | 13299 920 12 150 240 | 14 061 360 11 881 330
Total cost ($) 13 037 330 | 13725901 12 576 293 | 14 485 682 12 305 816

In Scenarios #2 and #3, we evaluate the economic impact of the VB size. Two sets of VBs
are tested: 1) aggregated energy capacity 187.5 MWh and power rating (maximum charging
or discharging rate) 75MW; 2) aggregated energy capacity 375 MWh and power rating 150
MW. The detailed cost comparison is summarized in Table P. In particular, the day-ahead
and real-time costs are both calculated based on net procurement from the transmission-level
markets, i.e., S1_, AX%2(¢) P2 ()03 and S, A (1) (Py — P§2(t))(t)d;. The solar curtailment
cost is adopted from (@%, and the peak demand charge is explicitly v - max; { Py(t)}.

As we expect, the baseline scenario incurs the highest real-time cost. Given the same VB
specifications, the GML scenario reduces the real-time cost most, however creates the highest
peak as a result. The lowest cost and lowest peak is guaranteed in Scenario #3. Besides, our
results conforms with the intuition that a larger VB leads more savings. Figures [15 and
depict the net procurement from the transmission market and the VBs’ aggregate behavior,
respectively, for test with VB aggregated energy capacity 375 MWh and power rating 150
MW. We can observe that in Scenario #2, the VB is more active between 17:00 to 20:00,
trying to arbitrage across the two-stage markets. However, in Scenario #3, the peak-shaving
mode always minimizes the peak net procurement, which flattens the net demand curve.
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Figure 16: The aggregate VB discharge with the real-time price. When the price is high, the VB tends to

discharge to avoid a high real-time cost, e.g., 6:15 PM.

We further investigate the economic efficiency of these two sets of VBs. The economic
efficiency is quantified by the per-unit savings for VB energy capacity with respect to the
baseline-scenario cost. These results are listed in Table B, which show that although larger
VBs yield more savings, the marginal benefits of VB capacity and power rating decrease.
Interestingly, it can be shown that at $6120/MW peak savings for the 75MW /187.5MWh
VB Scenario #3, the GML achieves an economic efficiency of 61% given the peak price of
$10,000/MW. The loss of efficiency from 100% is a function of the (conservative) nature of
the stochastic GML along with the FOL’s feeder limits on headnode flexibility.

Milestones delivered:

e« M (ST-3.2.1) Implementation and validation of the model with a small test grid that can be verified

analytically (3 FOLs and two timescales).

e M (ST-3.2.2) Solve the decomposition problem for small-scale feeder (50-100 nodes per feeder, three-
phase unbalanced) test cases with >10 FOL elements to within standard solver tolerances.

e M (ST-3.3.3) Solve time for stochastic GML decomposition problem for large-scale test network
developed in subtask 4.1.4 with a focus on coordinating and dispatching > 1000 FOL elements.

e M (ST-3.4.2) Resilient GML operation for a large realistic test case: during a period following a
“reasonable” contingency, feeders under GML can compute necessary re-dispatch signals to reset

Table 3: Per-unit savings for VB capacity and power rating.

VB: 75 MW+187.5 MWh VB: 150 MW+375 MWh
Scenario #2 #3 #2 #38
Real-time saving 12.59 $/MWh \ 10.72 $/MWh \
Peak saving \ 2448.80 $/MWh \ 1941.49 $/MWh
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aggregate interaction with markets while operating within grid limits.

Task 4: Technology Demonstration

The goal of Task 4 is to demonstrate scalability, practicality, reliability and commercial
viability for a DSO in Year 2030. To achieve this goal, Year 1 focused on data procurement,
processing (e.g., network reduction), and visualization with iPGA and for each layer (GML,
FOL, STL) to complete stand-alone proof of concept validation. In Year 2, we focused
on small deterministic test systems using the reduced networks from Year 1. Year 3 would
then complete validation and demonstration at scale and incorporate stochastic uncertainties
associated with demand and solar PV forecast errors.

Task 4.1 - Data gathering and processing

In the first year, the goal on data gathering and processing was to procure large networks,
SCADA data from utility partner ORU, and representative solar PV of NY state. ORU was a
fantastic partner in the process and provided necessary data and lent their time to the project
to allow us to properly understand the networks. In the end, we processed 3 large feeders
from ORU’s substations in UVM’s software tool iPGA. One feeder and its reduction is shown
in Fig, , which is served from a substation with a 35MVA transformer. The full network
has about 1200 primary nodes (at 13.2 kV) and about 450 secondary nodes (at 240/120
V) of which are multiple service points. In addition to network/equipment parameters,
ORU provided hourly SCADA measurements at the head-node (kW, kVAR, power factor,
Amperes) and off /on-peak nodal disaggregation factors for primary node loads. Secondary
loss parameters were filled in based on a common loss factor that minimized the error between
AC load flow data in SCADA and simulated load flow results from GridLab-D. We placed
PV arrays at service points in 1:1 proportion to the nodal peak loads and rounded to the
nearest 5 kWdc system value, resulting in 3.2 MW installed capacity in the feeder (the peak
demand is 3.3 MW). We power these panels using historical (2017) minutely irradiance data
provided by IAB member (CPR).

Task 4.2 - Small-scale Software and Hardware Validation

o At the end of Year 2, we conducted the small-scale, coupled software simulation of the
GML-FOL-STL-DSSE setup (M4.2.2), we sent the UVM students to PNNL for the sum-
mer 2019 where they worked closely with their PNNL counterparts to implement the
FOL/DSSE and STL schemes and set up testing. This was quite effective use of resources
and resulted in successfully exceeding performance in terms of targets. Specifically, we
showed that 1) the GML’s set-points could be tracked accurately by the FOL; 2) com-
putation times were all below 30 seconds; 3) FOL was executed every minute; 4) STL
DERs track their VB set-points; and 5) DSSE is able to correctly estimate voltages more
than 99.85% of the time. However, this was the small test-case of just 101 nodes in the
reduced network.
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Figure 17: (Top) Network reduction process implemented in iPGA (left-to-right) for one of three full networks
supplied by utility partner ORU. iPGA first partitions the full network of 1200 primary nodes into 50 clusters
based on electrical and physical proximity and chooses super nodes from each cluster. The super nodes then
identity the buses for which Kron Reduction is applied in the three-phase network to create a 50 + 1 = 51-
node reduced network. All demand and VBs within the super node’s cluster are aggregated linearly to that
super-node to complete the network reduction process. Note that a 130 + 1 = 131 node reduced version of
the network was also created. When you add in the super loads, the networks double in size from 51 to
101 and 131 to 261 (since there are no loads at the head-node). (Bottom) The table of maximum absolute
percent error (Max-APE) in intra-cluster voltage magnitudes compares how representative the super node
voltages in the reduced network are of the cluster’s voltages under AC load flow analysis. It is shown that
the Max-APE is much smaller than the milestones’ required 2% RMSE.

e Separate from the software simulation, in M4.2.2., we wanted to conduct a hardware-in-
the-loop (HiL) simulation. However, owing to the scale of the system, real hardware was
not possible to interface. Instead, we considered emulated devices that communicated in
real-time over a communication simulator of IEC protocols to represent a realistic DSO
communication system. That is, together with collaborators at NIST, we showed with
OPAL-RT and a network simulator for IEC protocols that the presented framework for
managing DERs was technically implementable in terms of communication requirements
of an STL and the real-time intra- and inter-feeder control.

Validating proof of concept: Communications between FOL-STL layers (M4.2.2):
Validating the latency, throughput, and data scalability challenges associated with infor-
mation exchange between FOL, STL, and individual DERs is fairly challenging and best
approached via high fidelity simulation on a real-time digital simulator. Noting that these
network performance metrics are sensitive to the choice of communication protocol, data
exchange formats, and information models; a simulation of intra-feeder control was supple-
mented with a ‘real” implementation of the full stack of IEC 61850 communication protocols.

This method of evaluation was used to assess the real-time feasibility of intra-feeder and
STL control communications noting the particularly demanding 1 second loop time of the
STL controller. The simulation consisted of a single FOL element represented as a radial
distribution feeder with 60 connected DER assets distributed across 15 secondary distribution
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Figure 18: A schematic diagram showing the interacting elements in the validation environment. Here a
single feeder and service transformer unit are considered. 60 DER assets are coordinated by the system using
TEC 61850 compliant information models and communication protocols.

circuits. Each secondary distribution circuit featured a service transformer augmented with
the communication interfaces and hosted between 3 and 5 DER assets. The modeled DER
assets were a mix of PV generators and dispatchable loads in the form of electric water
heaters and AC units. The entire 60 DER simulation was executed on an Opal-RT OP5600
real-time simulator with 1 millisecond simulation time steps. The temporal scaling between
the different computation elements ranges from a 10 ms control loop time for individual
DERs, 4 second loop times for the intra-feeder controller, and a FOL update every one
minute. All these computational updates are locked to the same hardware clock, ensuring
they are coherent with each other.

To interface the simulated components with a real implementation of the communication
stack, each DER asset and each service transformer was modeled as an IEC 61850-7-420
logical node [b1], receiving individual power setpoints and configuration settings from the
DER dispatch algorithm in the intra-feeder controller. These measurements and commands
were modeled as IEC 61850-7-2 data objects, exchanged as IEC 61850-8-1 generic, object-
oriented substation events (GOOSE) [62]. The full model, including dynamic representations
of the DER assets and the IEC 61850 components, was constructed using the Simscape
Electrical library and connected to software drivers for IEC 61850-8-1 communication.

An overview of the validation setup is shown in Figure . 45 DERs receive ON/OFF
commands as IEC 61850-8-1 compliant DRCC/DERStr and DRCC/DERStop events. The 15
remaining DERs (assumed to be dispatchable PV generators) are provided power curtailment
requests as DRCC/WSet events. 1800 IEC 61850-8-1 GOOSE messages per minute are
generated to meet the DER control loop time. The intra-feeder controller in turn interacts
with the inter-feeder controller and the FOL using IEC 61850-8-1 Manufacturing Message
Specification (MMS) messages (at rate of 120 headnode setpoints received per minute).

The validation aspect of this exercise was to establish whether potential congestion from
rapid, periodic updates would adversely affect the performance of the control system at
the STL. All IEC 61850 messages produced by the simulation were routed through a data
pipeline complete with network routers and data processing buffers designed so that the
pipeline would introduce realistic communication delays and errors.

Figure [19 shows the throughput of the data pipeline while performing this experiment.

41



[nd
©

n
kN

N
N
——
—
—
-

o

04

# of Packets per 10 ms interval
g =

\H\ H3V |

0.6 1.2 1.8 Time (s) 24

3.6\ b. 1_75
3
\ Q‘
\
\
|

18 A ﬁ A
1.2 ‘\\ /\ [\ [\
0

0.035 0.07 0.105 0.14 0175 0.21 0.035 0.07 0.1 0.14 0.175
Time (s) Tlme (s)

# of Packets per 10 ms interval
# of Pacl ktp10m interval

Figure 19: Communication throughput: a. GOOSE exchanges between STL and DERs (average latency =
5 ms) b. Load request correction from FOL to STL (average latency ~ 10 ms) c. Load estimate query from
STL to FOL.

Figure @(a) shows a histogram of packet arrival rate. The x-axis on the plot shows the
total time taken for all 60 DERs to transmit their state and receive commands from the
STL. In this particular instance, all 60 DERs were updated in under the update loop time
for the STL of 4 seconds. The average latency of the updates was 5.2 ms Wthh is well
below the requirement of 100-500ms for intra-feeder controller. Similarly, Figure ) and
Figure ( ) show the stable throughput exceeding the update constraints of the FOL with
bounded message latency of approximately 10 ms. Of course, as the number of DERs scale,
so does latency; however, since the GML-FOL-STL mirrors the voltage hierarchy of the
network, the scale of DERs is contained within each layer. Thus, the promising proof of
concept validation presented indicates that the whole scheme is likely to be implementable
in practice within a DSO. One key element is needed: smart loads must become open to
standards so that we can communicate with them. For PV inverters, this is possible due to
SunSpec’s set of standards.

Task 4.3 - Large-scale software and hardware demonstration

In the final year, we conducted the large-scale, stochastic simulation that combined GML-
FOL-STL-DER together with all three large-scale feeders, connected via NYISO’s sub-
transmission network of substation transformer banks, and fully realized STLs in each feeeder
populated with individually emulated DERs.

Simulation Setup:

e The simulation demonstrates the efficacy of the proposed framework on a subnetwork of
NYISO consisting of 150-300 feeders (please see, Fig. @(left)). Three of the feeders in
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the NYISO network are fully modeled circuits in Gridlab-D. The three feeders contain
125, 90 and 60 super nodes representing an aggregation of 1213, 936 and 594 STL nodes
respectively. The VBs models for the loads are incorporated into the GridLab-D model.

o Given the VB parameters, a subset of the STL nodes (representing a super node in the re-
duced model) in each of the feeder are populated with air-conditioners and electric water
heater representing the available flexibility based on the generated virtual battery param-
eters. The other super-nodes are augmented a Gridlab-D battery object with capacity
and power rating identifical to the corresponding virtual battery.

o Each of the super nodes is also augmented with solar PV inverters to reach 50% of demand
(by annual energy). The inverters were sized appropriately to ensure enough reactive
power flexibility. The Kron-reduced feeder along with the newly created batteries and
inverters formed the final GridLab-D model used in the simulationst.

o The project’s novel framework required integration and complex interactions between the
FOL, GML and STL algorithms and the GridLab-D model, which simulated the feeders
and individual DERs in each feeder’s STL elements. We used Framework for Network Co-
Simulations (FNCS), open-source co-/multi-simulation framework which uses a federated
approach for integrating multiple simulators, for co-/multi-simulations of the aforemen-
tioned software. Exchange of information, including synchronization of simulator clocks
among power and market simulators is maintained using central agent called FNCS bro-
ker. Since FNCS has the capability of co-/multi-simulations of multi-domain simulators,
it provides an efficient solution to synchronize the different algorithms with the Gridlab-
D model. Also, FNCS can synchronize multiple packages, tools, and simulators hosted
in different machines, which ultimately ensure modular and parallel development and
integration of different packages.

FNCS receives information from the GridLab-D model such as the battery state of charge
needed for the FOL algorithm. The information is exchanged in the form of key-value
pairs which then have to be parsed before being communicated to the algorithms. This
is done using a Python API which parses the data received from FNCS before sending
them to a Julia server that contains the GML, FOL and STL algorithms.

Once the Julia server receives the data from Python, DSSE uses the voltage measurements
to compute the state of the system. The FOL algorithm uses the battery state of charge
values and the GML tracking signal to compute the new active and reactive power set-
points of the inverters. These values are returned back to the Python API which then
converts it into key-value pairs before passing it back to FNCS. FNCS then relays this
information to GridLab-D which updates the inverter set-points, thereby completing the
loop. In the following subsection, we will present detailed results for the three fully-
modelled feeders for two different scenarios.

4Note that under an unexpected topology change that preserves the radial nature of the feeder, the reduced
network should be able to faithfully represent the corresponding network with an appropriate net-demand
reduction (from an outaged lateral) or an effective outage in the reduced network outage.
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Figure 20: The integrated co-simulation environment for numerical validation of the coupled hierarchical
stochastic control algorithms (STL, FOL and GML) with large-scale simulations of distribution feeder models
populated with solar PV and other DERs.

o The simulation was conducted for one of the peak hours (Aug 0lst 11:00 AM - 12:00
AM). The two scenarios were completed: peak shaving and cloud cover. We will showcase
peak-shaving.

Consider the peak-shaving scenario with and without VBs. Then, the GML can produce
an economically optimal trajectory for every feeder, such as seen in Fig. , which starts from
11:00am. Next, Fig. P2 shows the system-wide tracking performance of three fully-modeled
feeders, which is excellent. Then, Fig. 3 depicts a comparison of voltage profiles with and
without VBs to highlight reliability benefits from FOL’s optimization of STL’s controllable
PV and VB resources. In Fig. P4, we can see that the VBs’ energy constraints are satisfied
during the period of tracking in the peak-demand hour (i.e., comfort requirements are met).
Importantly, VBs do not just improve voltage profiles, but also aid in reducing any solar
PV curtailment during the tracking period as shown in Fig. R5. For example, in Feeder 3,
at 11:10-11:16, VBs prevent a 2MW curtailment event. Finally, Table Y records the salient
tracking and voltage profile metrics of the simulation.
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Figure 21: The 24-hour GML real power setpoint for the fully modelled feeders starting from 11:00 AM
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Figure 22: GML setpoint tracking performance for the fully modelled feeders. Note that Feeder 3 experiences
a larger-than-expected forecast error that leads the GML to push the feeder beyond its export limits and
the FOL sacrifices tracking to ensure reliability (as designed).

6000 8000 9000
[ with Virtual Batteries [Ewith Virtual Batteries [ with Virtual Batteries
5000 [ without Virtual Batteries 7000 | without Virtual Batteries 8000 [C—without Virtual Batteries
5000 7000
4000 6000
5000
g g g 5000
2 3000 2 4000 2
° ° £ 4000
fre fre fre

3000
2000 3000

2000 2000
1000

1000 1000

0.99 1 1.01 1.02 1.03 1.04 1.0 1.06 01 005 1.01 1.015 1.02 1.025 1.03 1.035 1.04 00.95 0.99 1 1.01 1.02 1.03 1.04 1.05
Voltages (p.u) Voltages (p.u) Voltages (p.u)
(a) Feeder 1 (b) Feeder 2 (c) Feeder 3

Figure 23: Voltage distribution for all nodes from 11:00 AM to 12:00 AM. Clearly, VBs aid in regulating
and improving the feeders’ voltage profiles.

' 09

08 08 08

0.7 0.7

0.
8 8, 8,
g g g
£ 0. = =
£ £ £
5 50 50
2 0. 2 2
8 8 0. 8 0.
12} 12} 12}

0.

03 03

03 02 02

02 0.1 0.1

0.1 -

0 10 20 30 40 50 60 0 10 20 30 40 50 60 0 10 20 30 40 50 60
Time (in mins) Time (in mins) Time (in mins)
(a) Feeder 1 (b) Feeder 2 (c) Feeder 3

Figure 24: Evolution of state of charge (SoC) for VBs in each feeder.

Table 4: Tracking RMSE error and upper 95th percentile of the nodal voltage distribution when virtual
batteries are utilized

RMSE Voltage with VB Voltage without VB

Feeder 1 14 kW 1.053 p.u 1.058 p.u
Feeder 2 20 kW 1.035 p.u 1.041 p.u
Feeder 3 90 kW 1.038 p.u 1.047 p.u
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Figure 25: Total PV output for all super nodes from 11:00 AM to 12:00 AM in each feeder.

Finally, we we illustrate the performance of both the intra-feeder and inter-feeder control

systems via simulation.

Proof of Concept validation: Inter-layer real-time feedback control

 Since the specific network is not important in this setting, consider a simplified GML that

provides economic set-points to two simplified feeders that are based a modified IEEE
37-node single-phase equivalent circuits and a simplified FOL with batteries representing
the VBs. Three sets of DERs, specifically containing 28, 28, and 26 water heaters, are
assumed to be present in each feeder at different locations (specifically, where the base
demand is 140 kW, 140 kW, and 126 kW respectively, to match the total rated power
of the devices) making a total of 164 water heaters, each of rated power 4.5 kW. Under
these simplified conditions, Fig. (Left) shows the results of a 3-min simulation to
illustrate the effectiveness of inter-layer feedback control in rejecting disturbances while
tracking the GML economic reference (shown as a yellow dashed line). We showcase
three examples of disturbance classes that can be mitigated using the intra-feeder and
inter-feeder controllers. First, at around 8 s, a step disturbance (e.g., due to persistent
cloud cover) is added to some nodes of both the feeders. Since the change in total head
node power is less than the dead-zone limit of the inter-feeder controller (assumed to be
72.7 kW, which is 10% of the total base demand in one feeder), only the intra-feeder
controller remains active. The intra-feeder controller, combined with the optimization-
based device-level dispatch, updates once every second and improves the tracking of the
economic reference compared to the case where there is no real-time control (purple dash-
dotted line). Second, at around 35 s, random noise is added (e.g., due to intermittent
cloud cover). It can be seen that with real-time control, the variance of the total head
node power is reduced. Finally, at around 88 s, 2 sets of DERs in the second feeder are
assumed to be unexpectedly set to ‘zero’ power perhaps via malicious cyber intrusion.
Since this is a major contingency, and the power change is more than 72.7 kW, the inter-
feeder controller becomes active. Acting with a loop delay of 5 seconds, it brings the
total head node power close to the desired value using remaining active devices from both
feeders using the optimization-based dispatch. Thus, the real-time control mechanism
is demonstrated as effective in mitigating various classes of disturbances. Moreover, the
computation of the real-time control action, including the optimization-based device-level
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Figure 26: (Left) Simulation of intra- and inter-feeder controllers correcting static set-points to improve
tracking. (Right) Scalability of real-time control and STL Dispatch.

dispatch, took a maximum of 23 ms per control action in the simulation. Computational
delays seem to be significantly shorter than the expected control action every 1 s or 5 s.
Also, Fig. @(Right) shows the time required for control and dispatch of STL elements
when the number of DERs/STL elements increases. It can be seen that even for 300
devices, the real-time STL control and dispatch takes less than 50 ms. We expect that
the proposed controller is real-time feasible at scale.

Milestones delivered

M (ST-4.1.4) Statistically equivalent network reduction: nodal/branch-reduction in networks from
data will cause small voltage/current deviations with respect to full three-phase network simulations
for all time-steps for a month in summer and a month in winter.

M (ST-4.2.1) Demonstrate satisfaction of all relevant technical targets by deterministic simulation
of coupled DSSE+FOL+GML from the small-scale system developed and created in Sub-task 4.1.4
(>50 nodes per FOL element; >10 FOL elements in the GML for more than >1000 DERs modeled
as virtual batteries).

M (ST-4.2.2) Demonstrate satisfaction of all relevant technical targets by deterministic HiL simulation
of coupled DSSE+FOL+GML from the small-scale system developed and created in Sub-task 4.1.4
(>50 nodes per FOL element; >10 FOL elements in the GML for more than >1000 DERs modeled
as virtual batteries [VB]). At least one VB is based on at least 10-20 physical hardware devices that
emulate individual DERs. Separately, the real-time STL element controller response of a single VB
is validated with HIL simulations.

M (ST-4.3.2) Coupled DSSE+STL+FOL+GML with GridLab-D or Open-DSS for large-scale Realis-
tic ORU system developed in Subtask 4.3.1 over representative days for a one-year period in the year
2030 in the Northeastern United States

M (ST-4.3.3) The > 100 real-time, cyber-enabled, emulated DERs are split into a couple STL elements

(10-20 DERs/element) within 1-2 FOL elements, which is then subject to virtual STL and FOL
entities.

Significant Accomplishments and Conclusions

The program was highly successful in all regards and successfully achieved all major mile-
stones, final deliverables, and technical objectives over the course of the project.
A brief description of particularly noteworthy accomplishments are presented:

47



Figure 27: The evolution of the interactive distribution grid aﬁalytics (iDCA) tool from pre-project is in 1)
to end of project’s Year 2 in 2) to licensee Packetized Energy 3) who have advanced the tool to integrate
AMI, network, geographical data, and SCADA data in 4).

e The GML has been developed to effectively and reliably incorporate optimization of tem-
porally coupled energy resources across meshed subtransmission systems and wholesale
energy market services across multiple timescales.

e The FOL’s stochastic, multi-period, AC OPF formulation handles different grid assets,
integrates DSEE and network reduction techniques and represents an excellent contribu-
tion to the power systems community. In addition, it has potentially a lot of value, if we
can get the idea adopted in the near term.

o The flexibility of a group of heterogeneous DERs has been characterized with a novel
advanced methodology based on ML and the STL DER control method is highly scalable.
This is a huge achievement.

e UVM’s iPGA has been licensed and is in use by utilities in the US. Please consider the
evolution of iPGA in Fig. @ Specifically, we adapted iPGA for ORU’s network and
SCADA data, which were in EDD’s DEW format. In this project, we then added the
ability of iPGA to solve and visualize minutely load flows of ORU’s network to allow
a user to select the time of interest and show network power flows along with 3-phase
voltage and current values. Packetized Energy has since licensed the software and added
a GIS engine and front-end that integrates AMI and SCADA data, including network
switches and substations, to provide a more user-friendly GridSolver tool for distribution
system planning and operations engineers.

e The Intra-feeder and Inter-feeder controllers represent a clear, reliable and practically
implementable approach to integrate control within a DSO.

e The team has submitted over 30 papers and given numerous talks at universities and
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industry with one publication from the entire team and summarizing key project outcomes

(see [36]).

The project outcome is a novel hierarchical DER coordination scheme that through large-

scale simulations and real-time validation is shown to be technically scalable, reliable and
practically implementable within a utility setting. Specifically, simulation results illustrate
how coordination of DERs improves both system reliability and economics and enables a
greater penetration of solar PV in distribution feeders.

Inventions, Patents, Publications, and Other Results

Awards

CU W

Enrique Mallada, MINDS Research award, JHU Office Of VP of Research 2019

Enrique Mallada, NSF CAREER Award, National Science Foundation (ECCS) March, 2018
Dennice Gayme, Simons Fellowship, Isaac Newton Inst. For Mathematical Sciences Q1, 2019
Enrique Mallada, Dennice Gayme, Discovery Award JHU, April, 2019

Mads Almassalkhi Hall of Fame award, UVM Innovations, April, 2019

Patents/Patent applications

1.

P. Racherla, P. Hines, and M. Almassalkhi, Interactive Power Grid Analytics (iPGA), 2020.

Publications (by performance team)

1.

10.

(Submitted) S. Brahma, and H. Ossareh, Analysis of Accuracy and Numerical Properties of Stochastic
Linearization, STAM Journal on Numerical Analysis, 2020.

(Submitted) Y. Jiang, E. Cohn, P. Vorobev, and E. Mallada, Storage-based frequency shaping control,
IEEE Transactions on Power Systems, 2020.

(Submitted) N. Nazir and M. Almassalkhi, Grid-aware aggregation and realtime disaggregation of dis-
tributed energy resources in radial networks, IEEE Trans. on Power Systems, 2020.

(Under review; Rev01) L. S. P. Lawrence, J. W. Simpson-Porco, and E. Mallada, The optimal steady-state
control problem, IEEE Trans. on Automatic Control.

(Under review; Rev01) Y. Jiang and R. Pates and E. Mallada, Dynamic Droop Control in Low-inertia
Power Systems IEEE Trans. on Automatic Control.

(Under review; Rev02) N. Nagzir, and M. Almassalkhi, Voltage positioning using co-optimization of con-
trollable grid assets in radial networks, IEEE Trans. on Power Systems.

M. Almassalkhi, S. Brahma, N. Nazir, H. Ossareh, P. Racherla, S. Kundu, S. P. Nandanoori, T. Ra-
machandram, A. Singhal, D. Gayme, C. Ji, E. Mallada, Y. Shen, P. You, and D. Anand, Hierarchical,
Grid-Aware, and Economically Optimal Coordination of Distributed Energy Resources in Realistic Dis-
tribution Systems, Energies special issue on Building-to-Grid Integration through Intelligent Optimization
and Control, (Accepted) 2020.

S. Brahma, N. Nazir, H. Ossareh, and M. Almassalkhi, Optimal and resilient coordination of virtual
batteries in distribution feeders, IEEE Trans. on Power Systems, (Accepted) 2020.

N. Nazir, P. Racherla, and M. Almassalkhi, Optimal multi-period dispatch of distributed energy resources
in unbalanced distribution feeders, IEEE Trans. on Power Systems, 2020.

F. Paganini and E. Mallada, Global analysis of synchronization performance for power systems: Bridging
the theory-practice gap, IEEE Trans. on Automatic Control, 2020.
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11

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

A. Bahram, M. H. Hajiesmaili, Z. Lee, N. Crespi, and E. Mallada, Online EV Scheduling Algorithms for
Adaptive Charging Networks with Global Peak Constraints, IEEE Transactions on Sustainable Comput-
ing, 2020.

E. Weitenberg, Y. Jiang, C. Zhao, E. Mallada, C. De Persis, and F. Dorfler Robust decentralized secondary
frequency control in power systems: Merits and trade-offs IEEE Transactions on Automatic Control, 2019.

R. Pates and E. Mallada, Robust scale free synthesis for frequency regulation in power systems, IEEE
Trans, on Control of Network Systems, 2018.

N. Nazir and M. Almassalkhi, Receding-horizon optimization of unbalanced distribution systems with
time-scale separation for discrete and continuous control devices, Power System Computation Conference,
Dublin, Ireland June, 2018.

S. Brahma, M. Almassalkhi, H. Ossareh, A Stochastic Linearization Approach to Optimal Primary Con-
trol of Power Systems with Generator Saturation, IEEE Conference on Control Technology and Applica-
tions, Copenhagen, Denmark August, 2018.

I. Chakraborty, S. Nandanoori, and S. Kundu, Virtual Battery Parameter Identification using Transfer
Learning based Stacked Autoencoder, IEEE International Conference on Machine Learning and Applica-
tions, Orlando, FL December, 2018. (Nominated for best paper award).

S. Nandanoori, I. Chakraborty, T. Ramachandran, and S. Kundu Identification and Validation of Virtual
Battery Model for Heterogeneous Devices, IEEE PES General Meeting 2019, Atlanta, GA, August, 2018.

T. Ramachandran, A. Reiman, M. Rice and S. Kundu, Distribution System State Estimation in the
presence of high PV penetration, American Control Conference, Philadelphia, PA, 2019.

W. Huang, S. Brahma, and H. Ossareh, Quasilinear control of systems with time-delays and nonlinear
actuators and sensors, American Control Conference Philadelphia, PA, 2019.

C. Ji, M. H., D. F. Gayme and E. Mallada, Coordinating Distribution System Resources for Co-optimized
Participation in Energy and Ancillary Service Transmission System Markets, American Control Confer-
ence, Philadelphia, PA, 2019.

C. Avraam, J. Rines, A. Sarker, F. Paganini, and E. Mallada, Voltage Collapse Stabilization in Star DC
Networks, American Control Conference Philadelhia, PA, 2019.

S. Brahma and H. Ossareh, Quasilinear control of feedback systems with multivariate nonlinearities, IEEE
Conference on Decision and Control, Nice, France, 2019.

P. You, D. F. Gayme, and E. Mallada, The Role of Strategic Load Participants in Two-Stage Settlement
Electricity Markets, IEEE Conference on Decision and Control, Nice, France, 2019.

H. Min and E. Mallada, Dynamics Concentration of Large-Scale Tightly-Connected Networks, IEEE
Conference on Decision and Control, Nice, France, 2019.

N. Nazir and M. Almassalkhi, Convex inner approximation of the feeder hosting capacity limits on
dispatchable demand IEEE Conference on Decision and Control Nice, France, 2020.

N. Nazir and M. Almassalkhi, Stochastic multi-period optimal dispatch of energy storage in unbalanced
distribution feeders, Power Systems Computation Conference, Porto, Portugal, 2020.

C. Shapiro, C. Ji, and D. F. Gayme, Real-time Energy Market Arbitrage via Aerodynamic Energy Storage
in Wind Farms, American Control Conference, 2020.

J. Guthrie and E. Mallada, Minimum-Time Charging of Energy Storage in Microgrids via Approximate
Conic Relaxation, IEEE European Control Conference, 2020.

Y. Shen, M. Bichuch, and E. Mallada, On the Value of Energy Storage in Generation Cost Reduction,
IEEE European Control Conference, 2020.

C. Shapiro, C. Ji, and D. F. Gayme, Real-time Energy Market Arbitrage via Aerodynamic Energy Storage
in Wind Farms, American Control Conference, Denver, CO, 2020.
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Other Results

1. The Future of Energy Workshop at UVM, 9/27-28/2018.
2. NIST Workshop on Smart Grid Test-beds & Collaborations at UVM, 4/23/2019.
3. Dr. Dennice Gayme was featured in IEEE Control System Society’s Control Magazine.

Path Forward

The R&D outcomes of this project directly supports a so-called “Market DSO” approach to
DER coordination, where the DSO is the sole scheduling coordinator of DERs and aggregates
resources to form a simple interface with the TSO. This importantly informs the TSO of
expected aggregate distribution system DER actions across the system and also helps the
DSO meet changing grid and market conditions. However, such a DSO-centric approach
indirectly precludes participation from individual DER owners and aggregators. To overcome
this, there exists opportunities going forward to extend the R&D outcomes from this project
to consider multiple generalized DER aggregators acting within the limits of the network.
Below we list some key directions and avenues for valuable future contributions:

« Software tools for DSO: The FOL layer represents a sophisticated combination of grid
analytics (e.g., network reduction, scenario generation) and state-of-the-art resource opti-
mization algorithms suitable for realistic distribution feeders. Specifically, these tools can
be extended to serve DSOs in the form of interactive power grid analytics (iPGA) plat-
form (see Fig. @)), which is capable of visualizing and re-playing historical grid conditions
from data. Combined with optimization and/or network reduction, the tools can perform
what-if scenarios around hosting capacity for DERs and solar PV. In this direction, the
team has disclosed the software tools as inventions, licensed them to clean
tech startup company Packetized Energy, who is advancing the concepts with
their commercial product GridSolver that is currently in use by utilities in the
U.S. to improve visualization and decision support for utility engineers. In addition, the
team had been asked by Industry partner ORU to use these tools to conduct engineering
analysis around solar PV penetrations, capacitor banks, and protection system. Thus,
software tools represent a promising avenue going forward for the FOL methods.

e Online, realtime disaggregation of resources: The team is leading a panel at IN-
FORMS 2020 Annual meeting on this topic. For large (i.e., realistic) networks and fast
market signals (e.g., frequency regulation), receding-horizon implementations of OPF
(i.e., FOL) has certain limitations as multi-period optimization problems take time to
solve at scale. Since the FOL effectively performs disaggregation of the aggregate head-
node signal across the network’s resources, the team has extended the FOL to online
computation for simple radial and balanced networks, which permits real-time
disaggregation that supports frequency regulation. The ideas leverage team dis-
cussions from Year 1 in the project to enable the DSO to compute “dynamic hosting
capacity” limits at each node of its network and within which any flexible DERs and PV
inverters can be employed with a-priori guaranteed satisfaction of network constraints.
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This future avenue of work will enable real-time, online, grid-aware control of VBs to
allow DER owners and aggregators to subscribe to portions of these nodal DER hosting
capacities from the DSO and freely dispatch DERs within their subscribed limits towards
any market service (i.e., arbitrary timescales). As we move to real-time control of VBs
their power dynamics become relevant and control theory need to advance to account for
the complexities of VB dynamics, non-linearities, and timescales. The intra-feeder work
is a clear avenue to advance the control theory and application to solar PV inverters.

Improve fundamental understanding of the limits of network aggregations: AC
networks complicate aggregated representations of nodal flexibility. The STL performs
advanced DER services related to characterizing groups of DERs as VBs and then control-
ling DERs to satisfy certain power set-points. The characterization of the energy/power
flexibility from heterogeneous groups of DERs will require future advances in data-
driven and learning-based methodologies and represents a salient direction for
R&D - and is being pursued by both UVM and PNNL teams. In particular, the topic of
aggregation of flexibility over a network will be critical to pursue. This is related to the
dynamic hosting capacity mentioned above and an area we are interested to pursue.

Optimal risk-aware multi-market participation: as DERs are aggregated for mar-
ket participation and enable reliable solar PV integration, it will become important to
maximize revenue potential of flexible demand. However, flexible demand is an inher-
ently stochastic resource (given uncertain parameters and end-usage patterns), so both
Aggregators and TSOs want to manage risks associated with not meeting obligations.
For that, we see extensions of the GML towards risk-based dispatches and have
started this work in the project already with the stochastic formulation of the
GML, which considers both uncertainty in resources and market signals. In addition,
we need to account for multiple concurrent market opportunities and understand which
forms of flexible demand are most valuable for each type of market service, so that fleets
composition can be optimized and to inform regulators.

Computing at scale with network reduction: At the core of machine learning, op-
timization, AC load flows are nodes, edges, and lots of networks. Thus, the network
reduction techniques developed and tested in this project for OPF purposes could be
generalized and studied further to other networks and other applications. Specifically,
the ability to take large network and reduce them with negligible model error gives rise
to scalable computing for both machine learning and optimization. In the FOL, we
developed and applied optimization to reduced networks and and lifted the optimal dis-
patch solutions back up to the full network where the resources were actuated. While
we have not provided guarantees on performance (optimality) or quantified model mis-
match (feasibility), we showed that network reduction offers a valuable paths for
scalable computing/optimization and are interested in pursuing network re-
duction techniques on general network problems and develop methodologies that
characterize loss of optimality and feasibility from computing on reduced networks and
the inefficiencies associated with lifting optimal solutions up to their full networks.
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